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ABSTRACT 
The aim of this paper is to remove short term noise. In this paper, I develop a novel 

VAD algorithm based on confusion matrix algorithm using  spectral Clustering 

methods. Voice activity detectors (VADs) are ubiquitous in speech processing 

applications such as speech enhancement, signal-to-noise ratio (SNR) estimation, 

speech recognition, etc. VADs attempt to distinguish between speech and non-

speech regions in a signal. I proposed a VAD Technique which is a manage learning 

algorithm. This algorithm divides the input signal into two part clusters. (i.e., speech 

presence and speech absence frames). I use labeled data in order to correct the 

parameters of the kernel used in spectral clustering method for computing the 

comparison matrix. Simulation results demonstrate the improvement of the 

proposed method compared to conventional arithmetic model-based VAD algorithms 

in existence of transient noise. 

Keywords: Gaussian mixture model, confusion matrix, spectral clustering, transient 
noise, voice activity detection. 
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I. INTRODUCTION 

       Voice and unvoice classification in an 

unsolved problem in speech processing and affects 

divers applications including robust speech 

recognition discontinuous transmission, Real -Time 

speech communication on the internet or the 

combined noise reduction and echo cancellation 

schemes in the context telephony. Smoothing and 

adaptive correction can be applied to improve the 

estimate. Although these methods have acceptable 

performance when applied to clean signals, their 

performance essentially degrades in noisy 

environments even in moderately high signal to 

noise ratios (SNRs). To overcome this shortcoming, 

several statistical model-based VAD algorithms 

have been proposed in the last two decades. The 

spectral coefficients of the noise and speech signal 

can be complex Gaussian random variables and 

developed a VAD algorithm based on the likelihood 

ratio test (LRT). Following their work, many 

researchers tried to improve the performance of 

model-based VAD algorithms by assuming different 

statistical models for speech signals, while these 

methods have superior performances in presence 

of stationary noise over the elementary Methods, 

their performances degrade significantly in 

presence of transient noise such as coughing, 

Sneezing, keyboard, typing, and door knocking 

sounds. This means that with high probability, 

these sounds are detected as speech. VAD is usually 

a preprocessing step in speech processing. 

Applications such as speech or speaker recognition. 

A straightforward application of VAD would be an 

automatic camera steering task. Suppose a scenario 
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in which there exist multiple speakers with a 

camera assigned to each of them (a popular 

example can be videoconferencing). The camera 

must be steered to the dominant speaker 

automatically. While stationary noise can be 

treated very well using a statistical mode-based 

method, transient noise could be very annoying . 

This means that a silent speaker might be identified 

as a dominant speaker while he/she is just typing or 

there is a knock on the door. Hence, finding a VAD 

algorithm which is robust to transient noise would 

be of practical interest. 

      VAD can be regarded as an acoustic event 

Detection (AED) task which detects some acoustical 

event including transient noise, e.g., door knocking, 

footsteps, etc. Improved AED Via audio-visual 

intermediate integration using generalizable visual 

features. Using optical flow based spatial pyramid   

histograms; they planned a method for 

representing the highly variant visual cues of the 

acoustic events. Introduced the usage of spectro-

temporal fluctuation features in a tandem 

connectionist approach, modified to generate 

posterior features separately for each fluctuation 

scale and then combine the streams to be fed to a 

classic Gaussian ixture model-hidden Markov model 

(GMM-HMM) procedure. Voice activity detection 

can also be regarded as a clustering problem, in 

which the goal is to classify the input signal into 

speech absence and speech presence frames. 

Hence, after choosing an appropriate feature space, 

one can use a clustering algorithm to obtain a VAD 

algorithm. Among different clustering methods, 

spectral clustering has recently become one of the 

most popular modern clustering algorithms. It is 

simple to implement, can be solved efficiently by 

standard linear algebra software, and very often 

outperforms the habitual clustering algorithms such 

as the k-means algorithm. Recently, spectral 

clustering has been utilized by several authors in 

signal processing applications such as image 

segmentation, speech separation and clustering of 

biological sequence data  just to name a few. 

         In this paper, we present a speech 

detection  using confusion matrix. In particular, we 

use a normalized spectral clustering algorithm Mel-

frequency cepstrum coefficients (MFCC) of the 

received signal into two different clusters, i.e., 

speech presence and speech absence. The 

clustering problem can be complete using GMM. 

However, fitting a GMM to high dimensional data 

generally require a great amount of training data, 

and as the number of Gaussian mixture is 

increased, we need more and more training data to 

fit the GMM to high dimensional data. The fact that 

the distribution of natural data, like speech and 

transient noise is non-uniform and concentrates 

around low-dimensional structures motivates us to 

exploit the shape (geometry) of the distribution. for 

efficient learning. These algorithms exhibit two 

major advantages over classical dimensionality 

reduction methods (such as principal constituent 

analysis or classical multidimensional scaling): They 

are nonlinear, and they preserve local structures. 

The first aspect is essential as most of the time, in 

their original form, the data points do not lie on 

linear manifolds. The second point is connected to 

the fact that in many applications, distances of 

points that are far apart are meaningless, and 

therefore need not to be preserved. The main idea 

of these methods is to use the dominant 

eigenvectors of Laplacian of the similarity matrix as 

the new lower dimension representation of the 

data. Our proposed algorithm is a supervised 

learning algorithm. One must train the system 

before it can be used. Training data is used for 

estimating the parameters of the kernel used  in 

computation of the similarity matrix. This means 

that we mode the low dimensional representation 

of the original data (i.e., MFCC) using two different 

GMMs, one for each cluster. Upon receiving new 

unlabeled data, the optimum parameters of the 

kernel are utilized to find the similarity between the 

new data and the training set in order to find the 

low dimensional representation of new data. Using 

the GMMs obtained in the training step, the 

likelihood ratio is computed, and the final VAD is 

obtained by comparing that likelihood ratio to a 

threshold. 

II. LITERATURE SURVEY 

   In 2011 S. Mousazadeh and I. Cohen 

publishing AR-GARCH, parameter estimation, noisy 
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data, non-stationary noise as explain in these 

paper. Introduced a novel procedure based on the 

ML estimation method for parameter estimation of 

the AR−GARCH model in presence of additive noise.  

And An adaptive version of parameter estimation 

method, namely, the RML method.     

       In 2011 Jonathan Kola, Carol Espy-Wilson 

and Tarun Pruthi publishing Voice Activity 

Detection  using VAD BOX  as explain in these paper 

.Only despite poor performance in music2 noise, 

the VADs performed well in other periodic noises 

such as babble noise and music1 noise (music1 

noise is instrumental,music2 noise is lyrical), 

therefore the performance of the VADs was not 

generally worse in periodic noises, though the 

worst performance was recorded in a periodic 

noise. 

      In 2012 Joon-Hyuk Chang publishing 

Statistical Model-Based Voice Activity Detection 

Based on Second-Order Conditional as explain in 

these paper. Introduced Conventional methods and 

the proposed method were evaluated in a 

quantitative comparison under various noise 

Environments. 

      In 2012 M. Espi, M. Fujimoto, D. Saito, N. 

Ono, and S. Sagayama publishing A Tandem 

Connectionist Model Using Combination Of Multi-

scale Spectro-Temporal Fetures For Acoustic Event 

Detection as explain in these paper. Introduced  

Compared the performance in AED between 

traditional GMM-HMM, tandem connectionist with 

early integration, and tandem connectionist with 

late integration schemes, in AED of isolated 

acoustic events.  

       In 2013 Francois G. Germain, Dennis L. 

Sun, Gautham J. Mysore  publishing  Speaker and 

Noise Independent Voice Activity Detection . Only  

able to handle a variety of non-stationary noises at 

low signal-to-noise ratios.  

      We Proposed a Method of a confusion 

matrix it  is a contingency table that represents 

the count of a classifier's class predictions with 

respect to the actual outcome on some labeled 

learning set and also use the Ryerson Audio-Visual 

Database of Emotional Speech and Song (RAVDESS) 

is released under a Creative Commons Attribution-

NonCommercial-ShareAlike 4.0. 

III. PROBLEM FORMULATION 

           In this section, we propose our voice 

activity detection method, which is based on 

spectral clustering. Clustering is generally 

performed on this new representation of the data 

points using a conventional (weighted) k-means 

algorithm. Here we introduce a novel technique for 

clustering the data based on GMM modeling of the 

eigenvectors of the normalized Laplacian of the 

similarity matrix. Every clustering problem consists 

of the following three main stages: selecting an 

appropriate feature space, choosing a metric as a 

notion of similarity between data-points, and 

selecting the clustering algorithm.  

A. Feature Selection 

       Let        denote a speech signal and let 

                  be the additive contaminating 

transient and  stationary noise signals, respectively.  

The signal measured by a microphone is given by:  

                                                        

 Here we choose absolute value of MFCCs and the 

log-likelihood ratios for the individual frequency 

bins as our feature space. More specifically, 

let                             And  

                             be the  

absolute value of the MFCC and the STFT 

coefficients in a given time frame, respectively. 

MFCC and the STFT coefficients are computed in  

          frequency bins, respectively. Then, each 

frame is represented by a (    ) dimension 

column vector defined as follows. 

          [
       

  
]                                  (2) 

Where         is the column of            is the 

arithmetic mean of the log-likelihood ratios for the 

individual frequency bands in frame which is given 

by:         

   
 

  
∑ (

          

       
    (       )) 

  
             (3)   

        

Where,      
       

       ⁄  is called a priori 

SNR, which can be estimated using decision-

directed         is the variance of stationary noise 

http://www.gabormelli.com/RKB/contingency_table
http://www.gabormelli.com/RKB/count
http://www.gabormelli.com/RKB/Classification_Function
http://www.gabormelli.com/RKB/class_prediction
http://www.gabormelli.com/RKB/actual_outcome
http://www.gabormelli.com/RKB/Labeled_Learning_Record_Set
http://www.gabormelli.com/RKB/Labeled_Learning_Record_Set
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in  t-th time and  frame kth frequency 

bin                           s, is called posterior  SNR, 

ɛ is kernel width obtaining during the training 

phase,         is the variance of stationary noise 

in t-th time frame and k-th frequency bin which can 

be estimated from training data (if there exist 

sequences consisting of only stationary noise) The 

likelihood ratio has been long exploited as a feature 

for voice activity discovery in presence of stationary 

noise. The Mel-frequency cepstrum coefficient has 

been a representation of the short-term power 

spectrum of a sound, based on a linear cosine 

transform of a log power spectrum of a nonlinear 

Mel scale of frequency. 

         The figure.1 shows that extraction of 

Babble noisy speech  with separation of MFCC 

speech, Clean speech and noisy speech. MFCCs are 

commonly used as features in speech recognition 

systems. Combining these two features 

appropriately would be a suitable feature space for 

voice activity detection in presence of transient 

noise.  

 
Fig 1. Typical separation of noisy Babble  speech 

signal 

B.  Clustering Algorithm 

           The most important part of a spectral 

clustering algorithm is the calculation of the 

similarity matrix. Although the definition of the 

similarity between points is an application and data 

dependent, a popular way of defining the similarity 

matrix is to use a Gaussian kernel as follows: 

          ( 
                

 

 
) (4) 

  

Where        is the i-th data point. The selection of 

  is commonly done manually. Selecting   

automatically by running their clustering algorithm 

repeatedly for a number of values of   and 

selecting the one that provides the least distorted 

clusters. Set the scale by examining a logarithmic 

scale of the sum of the kernel weights without 

computing the spectral decomposition of the 

transition matrix. Suggested calculating a local 

scaling parameter    for each data point instead of 

selecting a single scaling parameter  .The above 

mentioned methods are someway heuristic or hard 

to implement because of high computational load.   

      Our voice activity detection algorithm is a 

supervised learning one. As a consequence, one 

must utilize training data in order to adjust the 

parameters of the algorithm and use those 

parameters for clustering unlabeled data. In the 

next two subsections, we illustrate how each of 

these stages works. 

C.  Learning Algorithm 

       In this section, we introduce our learning 

algorithm based on the method presented in. 

Suppose that we have a database of clean speech 

signal, a database of transient noise, and a 

database of stationary noise. We choose different 

signals from each database and combine them as 

follows. Let    
        

        
     be the l-th 

speech signal, transient noise, and stationary noise,  

respectively. Without loss of generality, we assume 

that all of signals are the same length (i.e.   ). We 

built the l-th training sequence ,                 
 , 

as follow. 

  
        

        
                                        (5) 

   
        

        
                                        (6) 

   
        

        
        

                          (7) 

let   
    

    
  be the feature matrix extracted using 

(2) and (3) from   
       

           
     Then, the 

l-th training data is obtained by concatenating 

these matrices as follows: 

      
      

      
        (8) 

A typical training sequence is depicted in fig.1 .For 

each of these training sequences, we compute the 

indicator matrix of the partitions               

using (9), where    
 , is the (i,j)-th –element of   , 
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x(·) is an indicator function that equals to one if its 

argument is true and zero otherwise,             

are speech and transient noise thresholds and are 

chosen as the maximum value of threshold such 

that thresholding the speech or transient noise has 

no significant effect,       are logical OR and 

logical AND operators, respectively.      is a power 

calculation operator defined by. 

 (   
      )  

 

  
∑  ‖   

      ‖ 
  
   

 
 

           (9) 

                                                                                                               

 (   
      )  

 

  
∑ ‖   

      ‖
 
 
 

  
                         (10)                                                                                                               

Where    
               

       are t he STFT 

coefficients of    
           

     in the i-th frame, 

respectively. 

             For designing an appropriate weight 

matrix, we have taken the following two points into 

consideration. The first one was the similarity 

between two individual frames, and the second one 

was the effect of neighboring frames on deciding 

whether a specific frame contains speech or 

transient noise. Combining these two features (i.e., 

MFCC and likelihood ratio) as in , results in a good 

metric as a similarity notion between two frames 

for voice activity detection in presence of transient 

noise. More specifically, if here exists speech signal 

or transient noise in a specific frame, the value of 

likelihood ratio is large (see.fig 1(right)); hence, the 

exponential term  just about Equals to zero, and the 

feature for that frame will be approximately the 

MFCCs. On the other hand, if a specific frame 

consists of only stationary noise, then the likelihood 

ratio will be small, and the exponential term in (2) 

just about equals to one. Consequently, the feature 

vector will approximately be equal to zero vector 

for those frames that only contain stationary noise. 

The characteristic that distinguishes the frames 

containing speech from those frames containing 

transient noise is that the neighboring frames of a 

specific speech frame are almost the same, which is 

not true for transient noise. Upon defining the 

parametric weight function, the parameters can be 

obtained by solving the following optimization 

problem.  

 

              
 

 
∑  (  

    ) 
                       (11)                                             

       
 

 
‖     

 
 ⁄               ⁄ ‖

 
 
   (12) 

Where L is the number of training sequence, 

    denotes transpose of a vector or a matrix, and 

  is an approximate orthonormal basis of the 

projections on the second principal  
  

 ⁄   
  

 ⁄  

of obtained by classical orthogonal iteration. In 

practice, we use the gradient method problem. 

D. Testing Algorithm 

           A testing algorithm aims to cluster the 

unlabeled data. The most straightforward way to 

perform clustering using spectral methods into  K  

disjoint clusters is to use the parameters obtain by 

the learning algorithm, construct the similarity 

matrix W, compute K the eigenvectors of 

 
  

 ⁄   
  

 ⁄  corresponding to the first largest 

eigenvalues (denoted by U), and run weighted k-

means algorithm on U or k-means algorithm on V= 

 
 

 ⁄          . This method has two major 

drawbacks. First, this method can only be used for 

batch processing (offline giving out) of data. The 

second and more important one is that, this 

method does not allow the user to control the 

tradeoff between the probability of false alarm and 

the probability of detection. Every detection 

algorithm must be equipped with a tool such that 

one can increase the probability of detection 

(probably) by increasing the probability of false 

alarm. In order to overcome these two 

shortcomings, we utilize the lean-to method 

proposed in based on the fact that two test points 

are similar if they see the training data similarly, 

and the likelihood ratio test as our decision rule. In 

order to compute the likelihood ratio, we use GMM 

to model the eigenvectors of normalized Laplacian 

matrix. In what follows, we discuss these two issues 

in more detail. 

         Let      
   be the similarity  matrix 

of  l-th training sequence and           be a 

matrix consisting of the two eigenvectors of 

corresponding to the first two largest eigenvalues. 

Let the column concatenation of    through    be     

                                  (13) 

   √                                      (14)                                                                                                     

Where   is symbol by term multiplication diag (a), 

is a diagonal matrix whose diagonal is vector a and 
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     is an m by n matrix of ones. This 

normalization of the matrices    through     is due 

to a possible different number of points in the same 

cluster of different training sequences. Because of 

sign ambiguity in computation of eigenvectors, 

each of these eigenvectors is computed such that 

the mean of each cluster (noise only cluster or 

speech cluster) is as close as possible to the mean 

of each cluster of the first training sequence. More 

specifically, we compute the mean of low 

dimensional representation of each of the two 

clusters in the first training sequence and choose 

the sign of the eigenvectors corresponding to the 

remaining training series, such that their means are 

close to the means of the clusters in the first 

training sequence. We have selected this approach 

instead of combining all training sequences as a 

single training sequence because of computational 

load and memory usage. Combining all training 

sequence as a single sequence leads to a very large 

similarity matrix that cannot be handled 

computationally.  

       Once the matrix U, a new representation 

of the training data, is obtained, we use Gaussian 

mixture modeling to model each cluster (i.e., 

speech presence or absence) with a different GMM. 

A mixture model is a probabilistic model that 

assumes the underlying data belongs to a mixture 

division. In a mixture distribution, the density 

function is a convex combination of other 

probability concreteness functions. The most 

common mixture distribution is the Gaussian 

density function, where each of the mixture 

components has a Gaussian distribution. This 

model has been utilized in many machine learning 

and speech processing applications such as speaker 

verification, texture retrieval, and handwriting 

recognition just to name a few. For each cluster 

(i.e., speech presence or absence), we find the rows 

of the matrix U corresponding to that cluster by 

using the indicator matrix. Then, by exploiting the 

EM algorithm and AIC or BIC criterion, we fit a 

GMM to the new data representation in that 

cluster. Since the matrix U only depends on the 

training data, the GMM model for each of the two 

hypotheses (i.e., speech presence or absence) is 

obtained during the training phase. 

        Now suppose we are given T frames of  

unlabeled data, and we want to decide whether 

each of these frames belongs to the speech 

existence or speech absence clusters. For each of 

these frames, we first extract the feature vector. 

Using (2)and(3).  

            [
       

  
 ]                                (15) 

  Let be the feature vector extracted from unlabeled 

data, where         it is the absolute value of the 

MFCC of the t-th  frame, and   
  is the likelihood 

ratio of t-th unlabeled frame obtained by(3). The 

similarity matrix between the new data and training 

data is computed as follows: 

                
          

    (     
   ]               (16)                                

 

     
          (∑    

   
           

 
    )      (17)     

        ‖  
      (     (

   
 

    
))         (     (

   
 

    
))‖

 
 
            (18)   

Where     [        
   

      
   

        
   

   
   

] 

is the optimum kernel parameters vector obtain in 

learning stage by solving the optimization problem 

in (14), and      
                   ) is 

the (i,j)-th element of the matrix      
   Once the 

similarity matrix between unlabeled data and 

training data has been computed, the new data 

representation in terms of eigenvectors of the 

Laplacian can be easily approximated by the 

following equation: 

  ̃              
       

                              (19)                                                               

where i-th  the column of the matrix     
  is 

obtained by setting to zero all elements of the i-th 

column of B, except K the largest elements. The 

subscript     stands for K-nearest neighbor. The 

last equation means that the low dimensional 

representation of a given test point is simply the 

weighted mean of the low representation  k-

nearest neighbor of that point in the training set. 

Using this new illustration of the unlabeled dta, the 

decision rule can be obtained by a likelihood ratio 

test as follows. Let             be speech absence 

and presence hypotheses, respectively. Let   

                 be the probability density 

function of those rows  U  corresponding to noise 
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only frames and frames containing speech signal, 

respectively. These two probability density 

functions were obtained by GMM modeling in the 

training stage. The likelihood ratio for a new 

unlabeled frame is given by: 

    
            

            
                                          (20)   

Where        is the t-th row of the matrix Ũ . 

Practical evidence shows that using the information 

supplied by neighboring frames can improve the 

performance of VAD  algorithms. This is because of 

the fact that frames containing speech signal are 

usually followed by a frame that also contains 

speech signal while the transient signals usually last 

for a single time frame. Using this fact,the decision 

time frame is obtained by: 

        ∑     
 
    

  

 
  

                                         (21) 

Where     s a threshold which controls the tradeoff 

between probability of detection and false alarm. 

Increasing (decreasing) this parameter leads to a 

decrease (increase) of both the probability of false 

alarm and the probability of detection. In a 

practical implementation, a hangover scheme is 

required to lower the probability of false rejections. 

We use the hangover technique, More specifically, 

the quantity     is the input of the hangover 

procedure, and a final VAD decision is obtained 

from lie over scheme. 

E. Confusion matrix 

         In this section, A confusion matrix is a 

table that is often used to describe the 

performance of a classification model (or 

"classifier") on a set of test data for which the true 

values are known. The confusion matrix itself is 

relatively simple to understand, but the related 

terminology can be confusing. I wanted to create 

a "quick reference guide" for confusion matrix 

terminology because I couldn't find an existing 

resource that suited my requirements: compact in 

presentation, using numbers instead of arbitrary 

variables, and explained both in terms of formulas 

and sentences. 

         We contains information about actual and 

predicted classifications done by a classification 

system. Performance of such systems is commonly 

evaluated using the data in the matrix. We take 

three noisy speech signal which is Babble noise, 

Keyboard typing noise and door typing noise. We 

divided it into 8 class portioning with the help of 

MFCC  feature extraction. 

IV. SIMULATION RESULTS AND PERFOMANCE 

EVALUTION 

         In this section, we compare the 

performance of our method with that of 

conventional statistical model-based methods. We 

perform our simulation for different types of 

stationary and transient noise for different SNR 

situations. The SNR is defined as the ratio of the 

speech energy to the power of stationary noise. 

The stationary noise energy is computed in 

person’s frames where speech signal is present. All 

speech and transient noise signals are sampled at 

16 kHz (although the same performance was 

obtained at 8 kHz sampling rate) and normalized to 

have unity as their greatest. Since the duration of 

transient noise is small with respect to speech, 

defining SNR for transient noise is not useful. 

Instead, we normalize the transient noise and 

speech signal to have the same maximum 

amplitude, which is a very challenging case to treat 

Each signal (speech or transient noise) is 

approximately 30 sec long. The training and testing 

sequences are constructed using the procedure 

introduced in (6)and (7) Speech signals are taken 

from the TIMIT database. 

       In the training step, we use M=50 different 

speech utterances (different speakers, half male 

and half female) and transient noise. In the testing 

step, we use M=50 different speech utterances 

(different speakers from the training set, half male 

and half female) and transient noise (different from 

the training sequences) each approximately 30 sec 

long (the length of the testing signal is 

approximately 500 sec, with sixty percent of total 

frames containing speech). We use windowed STFT 

with a hamming window of Ks = 512 samples long 

and 50% overlap between consecutive frames. We 

compute the MFCC in Km =24 Mel frequency bands. 

To solve the optimization problem in the training 

stage, we use the function in. We solve this 

optimization problem under the constraint that all 

estimated parameters are strictly positive. This 
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constraint results in an appropriate similarity 

matrix.  

        We use MFCC Feature extraction for 8 

classes at  SNR 5 db and SNR 10 db. In order to 

measure up to our method to the conventional 

statistical based method, we introduce two 

different kinds of false alarm probabilities. The first 

type denoted by Pfa, is defined as the probability 

that a speech free frame (i.e., consisting of only 

stationary noise or stationary noise with transient 

noise) is detected as a speech frame (i.e., exactly 

the same as probability of false alarm defined in 

conventional methods). The second type, denoted 

by       
  , is defined as the probability that a frame 

consisting of stationary and transient noise is 

detected as a speech frame. We need these two 

concepts to show the advantage of the projected 

method over conventional statistical model-based 

methods. The number of frames that contain 

transient noise (which are mostly detected as 

speech in statistical model-based methods) is little 

with respect to the total number of frames. Such 

frames do not affect the probability of false alarm 

significantly if it is defined as the probability that a 

noise frame is detected as a speech frame. Table.1 

shows that comparison of our noise remove 

techniques for different SNR.   

Table1. Noise cancellation performance comparison 

by Confusion matrix MFCC+ GMM 

 
          We use Ryerson (RAVDESS) file, each 

RAVDESS file name is coded with unique 7-part 

identifier (e.g., 02-01-06-01-02-01-12.mp4).  Each 

2-digit part of the identifier signifies a particular 

experimental condition for that file.  Ordering of 

the identifier codes is the same across all files.  File 

identifier codes are as follows: 

Modality (1 = Audio-Video, 2 = Video-only, 3 = 

Audio-only) 

Vocal channel (1 = speech, 2 = song) 

Emotion Speech (1 = neutral, 2 = calm, 3 = happy, 4 

= sad, 5 = angry, 6 = fearful, 7 = disgust, 8 = 

surprised) 

 Song   (1 = neutral, 2 = calm, 3 = happy, 4 = sad, 5 = 

angry, 6 = fearful) 

Emotional intensity (1 = normal, 2 = strong). NOTE: 

There is no strong intensity for the 'neutral' 

emotion. 

Statement (1 = Kids are talking by the 

door, 2 = Dogs are sitting by the door) 

Repetition (1 = 1st rep, 2 = 2nd rep) 

Actor (1 to 24. Odd = male, Even = female) 

V. EXPERIMENTAL RESULTS 

 
Fig 3. Confusion matrix MFCC+ GMM for Babble 

noise wav file at SNR 5 db 

 
Fig 4. Confusion matrix MFCC+ GMM for Babble 

noise wav file at SNR 10 db 

 
Fig 5. Confusion matrix MFCC+ GMM for Keyboard 

typing noise wav file at SNR 5 db 
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Fig 6. Confusion matrix MFCC+ GMM for Keyboard 

typing noise wav file at SNR 10 db 

 
Fig 7. Confusion matrix MFCC+ GMM for Door 

knocking noise wav file at SNR 5 db 

 
Fig 8. Confusion matrix MFCC+ GMM for Door 

knocking noise wav file at SNR 10 db 

VI. CONCLUSION 

         I had proposed a novel voice activity detector 

based on spectral clustering method by confusion 

matrix. My main concern had been dealing with 

noise cancellation, which is very difficult to handle. 

Almost all straight methods fail in this situation. We 

used Confusion matrix MFCC+GMM to model the 

eigenvectors of the similarity matrix. By using 

confusion matrix we can remove noise presence in 

speech signal. In the testing stage, we used 

eigenvector extension and proposed a VAD which 

can be used for online processing of the data with a 

small delay. Simulation results have demonstrated 

the high performance of the proposed method, 

particularly its advantage in treating transient 

noises. 
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