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1. INTRODUCTION 

 Natural Language Processing (NLP) deals 

with actual text element processing. The text 

element is transformed into machine format by NLP. 

Artificial Intelligence (AI) uses information provided 

by the NLP and applies a lot of maths to determine 

whether something is positive or negative. Several 

methods exist to determine an author’s view on a 

topic from natural language textual information. 

Some form of machine learning approach is 

employed and which has varying degree of 

effectiveness. One of the types of natural language 

processing is opinion mining which deals with 

tracking the mood of the people regarding a 

particular product or topic. This software provides 

automatic extraction of opinions, emotions and 

sentiments in text and also tracks attitudes and 

feelings on the web. People express their views by 

writing blog posts, comments, reviews and tweets 

about all sorts of different topics. Tracking products 

and brands and then determining whether they are 

viewed positively or negatively can be done using 

web. The opinion mining has slightly different tasks 

and many names, e.g. sentiment analysis, opinion 

extraction, sentiment mining, subjectivity analysis, 

affect analysis, emotion analysis, review mining, etc. 

 However, they all come under the umbrella 

of sentiment analysis or opinion mining. Sentiment 

classification, feature based sentiment classification 

and opinion summarization are few main fields of 

research predominate in sentiment analysis. 

 In recent years, we have witnessed that 

opinionated postings in social media have helped 

reshape businesses, and sway public sentiments and 

emotions, which have profoundly impacted on our 

social and political systems. Such postings have also 

mobilized masses for political changes such as those 

happened in some Arab countries in 2011. It has 

thus become a necessity to collect and study 

opinions on the Web. Of course, opinionated 
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documents not only exist on the Web (called 

external data), many organizations also have their 

internal data, e.g., customer feedback collected 

from emails and call centers or results from surveys 

conducted by the organization 

What is Sentiment 

 One of the challenges of Sentiment Analysis 

is defining the objects of the study – opinions and 

subjectivity. Originally, subjectivity was defined by 

linguists, most prominently; Quirk defines private 

state as something that is not open to objective 

observation or verification. These private states 

include emotions, opinions, and speculations, 

among others. Wiebe, a prominent Natural 

Language Processing (NLP) researcher, used Quirk’s 

definition of the private state when tracking point of 

view in narrative. She defines private state as a tuple 

(p, experience, attitude, object) relating 

experience’s state p to his/her attitude possibly 

toward an object. In practice, a simplified version of 

this model, where we look only at polarity and the 

target of the sentiment, is usually used. In fact, 

many researchers define sentiment loosely, as a 

negative or positive opinion. Some researchers use 

products that provide pre-compiled lists of words in 

various groupings, some of which are related to 

emotional states. These include Linguistic Inquiry 

and Word Count (LIWC) and Profile of Mood States 

(POMS). 

Steganography has void range of applications in 

different areas like  

Data Source 

 People and companies across disciplines 

exploit the rich and unique source of data for varied 

purposes. The major criterion for the improvement 

of the quality services rendered and enhancement 

of deliverables are the user opinions. Blogs, review 

sites and micro blogs provide a good understanding 

of the reception level of products and services.  

• Blogs 

• Review Sites 

• Micro-blogging 

• Sentiment Classification 

o Machine Learning 

o Sentiment analysis tasks 

2. LITERATURE REVIEW 

 Automatic Sentiment Analysis for 

Unstructured Data ,Jalaj S. Modha,  Prof & Head 

Gayatri S. Pandi Sandip J. Modha, , discussed about 

exiting methods, approaches to do sentimental 

analysis for unstructured data which reside on web. 

Currently, Sentiment Analysis concentrates for 

subjective statements or on subjectivity and 

overlook objective statements which carry 

sentiment(s). So, they proposed new approach 

classify and handle subjective as well as objective 

statements for sentimental analysis. 

Proposed Approach 

 In Sentiment Analysis, numbers of 

sentences or sentences of documents. All these 

documents or sentences may convey opinion or 

maybe not. Formally, there is document set D= {d1, 

d2, ..., dN}, sentence set S= {S1, S2, ..., Sn} and all 

these documents and sentences belong to some 

specific entity e where e is a product, service, topic,  

issue, person, organization, or event 

They followed four steps of classification.  

1) First step: First classify sentences or sentences of 

documents into two categories Opinionated and No- 

Opinionated, regardless whether it is subjective or 

objective.  

2) Second Step: In this step we have opinionated 

sentences so now they are classified as subjective 

sentences and Objective sentences.  

3) Third Step: The third step is classifying subjective 

sentences into positive, negative or neutral 

category. For complex type of sentences we may 

need to attach context or semantic orientation. 

4) Fourth Step: The fourth step is classifying 

objective sentences into positive, negative or 

neutral category. Here also we have to provide 

context or sentiment orientation as and when 

needed.  

 In Sentiment Analysis and Opinion Mining A 

Survey,R M. Chandrasekaran , G.Vinodhini, 

proposed that Sentiment Analysis for objective 

sentences is very trending research topic now-a-

days because there are so many data source which 

have objective sentences that carry sentiment but 

because of lake of proper algorithms and contexts 

we can’t get the fruitful result from the objective 

sentences. According to recent article published by 
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Ronen Feldman express that objective sentences 

that carry sentiment should be analyzed for getting 

efficient sentiment analysis and this is one of the 

challenging task in sentiment analysis.  

 Source of objective sentences are including 

news articles, blogs, social media etc. where we get 

good amount of objective sentences.  

 We consider following examples which are 

objective sentences but still carry sentiment.  

  “Firefox keeps crashing.” defined 

sentences carry negative sentiment about 

Firefox web browser. 

 “The earphone broke in two days.” defined 

sentence carry negative sentiment about 

the earphones. 

 “I get relaxed time after today’s session.” 

define positive sentiment about person’s 

routine. 

In this particular area just challenges are proposed 

but still researchers are trying to find out efficient 

solution to get analyzed these kinds of implicit 

opinions in the objective sentences. Available 

sentiment dictionaries don’t have enough 

vocabulary to get analyzed objective sentences and 

categorized them efficiently into positive, negative 

or neutral.  Provide proper context or semantic 

orientation is also very important part of sentiment 

analysis of objective Sentences. 

 Bing Liu. Sentiment Analysis and Opinion 

Mining, stated that Opinions and its related 

concepts such as sentiments, evaluations, attitudes, 

and emotions are the subjects of study of sentiment 

analysis and opinion mining. The inception and rapid 

growth of the field coincide with those of the social 

media on the Web, e.g., reviews, forum discussions, 

blogs, micro blogs, 

 Twitter, and social networks, because for 

the first time in human history, we have a huge 

volume of opinionated data recorded in digital 

forms. Since early 2000, sentiment analysis has 

grown to be one of the most active research areas in 

natural language processing. It is also widely studied 

in data mining, Web mining, and text mining. In fact, 

it has spread from computer science to 

management sciences and social sciences due to its 

importance to business and society as a whole. In 

recent years, industrial activities surrounding 

sentiment analysis have also thrived. Numerous 

startups have emerged. Many large corporations 

have built their own in-house capabilities. Sentiment 

analysis systems have found their applications in 

almost every business and social domain. 

 The goal of this book is to give an in-depth 

introduction to this fascinating problem and to 

present a comprehensive survey of all important 

research topics and the latest developments in the 

field. As evidence of that, this book covers more 

than 400 references from all major conferences and 

journals. Although the field deals with the natural 

language text, which is often 

 Considered the unstructured data, this 

book takes a structured approach in introducing the 

problem with the aim of bridging the unstructured 

and structured worlds and facilitating qualitative 

and quantitative analysis of opinions. This is crucial 

for practical applications. In this book, defined the 

problem in order to provide an abstraction or 

structure to the problem. 

 Arti Buche, Dr. M. B. Chandak, Akshay 

Zadgaonkar, in Opinion Mining And Analysis: A 

Survey, [16] proposed that the current research is 

focusing on the area of Opinion Mining also called as 

sentiment analysis due to sheer volume of opinion 

rich web resources such as discussion forums, 

review sites and blogs are available in digital form. 

One important problem in sentiment analysis of 

product reviews is to produce summary of opinions 

based on product features. We have surveyed and 

analyzed in this thesis, various techniques that have 

been developed for the key tasks of opinion mining. 

They have provided an overall picture of what is 

involved in developing a software system for opinion 

mining on the basis of our survey and 

analysis.Classifying entire documents according to 

the opinions towards certain objects is called as 

sentiment classification. One form of opinion mining 

in product reviews is also to produce feature-based 

summary. To produce a summary on the features, 

product features are first identified, and positive 

and negative opinions on them are aggregated. 

Features are product attributes, components and 
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other aspects of the product. The effective opinion 

summary, grouping feature expressions which are 

domain synonyms is critical. It is very time 

consuming and tedious for human users to group 

typically hundreds of feature expressions that can 

be discovered from text for an opinion mining 

application into feature categories. Some automated 

assistance is needed. Opinion summarization does 

not summarize the reviews by selecting a subset or 

rewrite some of the original sentences from the 

reviews to capture the main points as the classic text 

summarization. 

 Fred Popowich, in Using Text Mining and 

Natural Language Processing for  Health Care Claims 

Processing stated that the application makes use of 

a natural language processing (NLP) engine, 

together with application-specific knowledge, 

written in a concept specification language. Using 

NLP techniques, the entities and relationships that 

act as indicators of recoverable claims are mined 

from management notes, call centre logs and 

patient records to identify medical claims that 

require further investigation. Text mining techniques 

can then be applied to find dependencies between 

different entities, and to combine indicators to 

provide scores to individual claims. Claims are 

scored to determine whether they involve potential 

fraud or abuse, or to determine whether claims 

should be paid by or in conjunction with other 

insurers or organizations. Dependencies between 

claims and other records can then be combined to 

create cases. Issues related to the design of the 

application are discussed, specifically the use of 

rule-based techniques which provide a capability for 

deeper analysis than traditionally found in statistical 

techniques. 

 K. Bun and M. Ishizuka‘‘Topic extraction 

from news archive using TF*PDF algorithm” *7+Since 

the Web became widespread, the amount of 

electronically available information online, 

especially news archives, has proliferated and 

threatens to become overwhelming. We propose an 

information system that will extract main topics in a 

news archive on a weekly basis. By obtaining a 

weekly report, a user can know what the main news 

events were in the past week 

 In general, related research on subject 

identification is classified into two types.  

 First one is term weighting method to 

extract useful terms that is relevant to collected 

documents and modeled also. Second is TF-IDF 

mostly used for term weighting in Natural language 

processing and information extraction process. 

 Jacques Savoy, Olena Zubaryeva in 

“Classification Based on Specific Vocabulary”  

I. Text Organization: This is description based 

method. This description method known as 

Lemma. Lemma causes same set of words 

like eat, eats etc.  

II. Support Vector Machine (SVM): Derived 

from vector space model. TF-IDF method 

use to find weight of each term 

TOOLS AND TECHNOLOGY 

Microsoft Visual Studio .NET: Visual Studio is a 

complete suite of tools for building both desktop 

and team-based Enterprise Web applications. In 

addition to building high-performing desktop 

applications, you can use Visual Studio's powerful 

component-based development tools and other 

technologies to simplify team-based design, 

development, and deployment of Enterprise 

solutions. 

 Visual Studio .NET is a complete set of 

development tools for building ASP Web 

applications, XML Web services, desktop 

applications, and mobile applications. Visual Basic 

.NET, Visual C++ .NET, and Visual C# .NET all use the 

same integrated development environment (IDE), 

which allows them to share tools and facilitates in 

the creation of mixed-language solutions. In 

addition, these languages leverage the functionality 

of the .NET Framework, which provides access to 

key technologies that simplify the development of 

ASP Web applications and XML Web services. 
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                 Fig. 1 .Net Framework 

 
PROPOSED METHODOLOGY 

 The proposed architecture of four modules: 

user interface, log preprocessing, Naïve Bayes 

Classification, Training and testing using support 

vector machine for more accurate categorization of 

opinion   . This system can solve irrelevant data and 

more accuracy by associating svm with Naïve Bayes 

Classification algorithm 

Conclusion 

 Sentiment detection has a wide variety of 

applications in information systems, including 

classifying reviews, summarizing review and other 

real time applications. There are likely to be many 

other applications that is not discussed. It is found 

that sentiment classifiers are severely dependent on 

domains or topics. From the above work it is evident 

that neither classification model consistently 

outperforms the other, different types of features 

have distinct distributions. It is also found that 

different types of features and classification 

algorithms are combined in an efficient way in order 

to overcome their individual drawbacks and benefit 

from each other merits, and finally enhance the 

sentiment classification performance. 

 The key contribution of our work lies in our 

analysis of the role that emoticons typically play in 

conveying a text’s overall sentiment and how we can 

exploit this in a lexicon-based sentiment analysis 

method. Sentiment analysis, as an interdisciplinary 

field that crosses natural language processing, 

artificial intelligence, and text mining. We have seen 

that Sentiment Analysis can be used for analyzing 

opinions in blogs, newspaper, articles, Product 

reviews, Social Media websites, Movie-review 

websites where a third person narrates his/her 

views. We also studied Natural Language Processing 

and data mining approaches for Sentiment Analysis. 

We have seen that is easy to implement Sentiment 

Analysis approach than other Classifier approach. 

We have seen that sentiment analysis has many 

applications and it is important field to study. 

Sentiment analysis has Strong commercial interest 

because Companies want to know how their 

products are being perceived and also Prospective 

consumers want to know what existing users think 
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