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INTRODUCTION 

Now a day’s rapid development of 

ecommerce websites motivate people to express 

their reviews about product or service as per their 

interest. Online reviews are very helpful for 

purchasing any product. But, many reviews are long, 

which describes their opinion regarding product with 

few sentences. So, movie review mining is 

comparatively, a more challenging and interesting 

domain than product review mining. Sentiment 

analysis is a category of natural language processing 

which tracking the mood of public about particular 

product or service. In earlier days, when we wanted 

to purchase any product from the merchants we 

asked those of our relatives for their opinions who 

had knowledge about that product. But now days, 

the Internet compose people to explore for other 

people‘s opinions from the different websites before 

purchasing a product or seeing a movie. Sentiment 

analysis widely used in business application to 

determine their product quality and maintaining their 

reputation in the market. 

This makes it hard for other people to judge 

the quality of the product on sale and decide 

whether it should be bought or not. Additional 

problem is that if there are huge numbers of online 

reviews then it becomes difficult for manufacturers 

to maintain a record of customer opinions regarding 

their products. Therefore system proposed a feature 

based summarization method for summarization of 

movie reviews into positive and negative review 

classes. Most of the existing work is focused on 

product reviews. But, here system focused on specific 

domain that is movie review. 

This paper discovers and designs a mobile 

system for movie rating and review summarization in 

which semantic orientation of comments, the 

restriction of small display capability of devices, and 

system response time are considered. We get the 

opinion of people through search engine along with 

the different websites. Most of the websites provides 

user ratings in percentage and search engine 

monitors best matching web pages according to its 

pattern. But current search engine does not provide 

semantic orientation of the content in review. 

Sentiment classification is done by binary 

classification. The system will provide summary 

about the movie reviews. The movie rating depends 

on sentiment classification result. 

Sentiment Classification 

Different machine learning algorithms such 

as maximum entropy, naive bayes, Support vector 
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machine andrandom forest classification is used for 

sentiment classification of product reviews. We 

employed following two classifier for classification of 

movie reviews into positive and negative review 

classes. 

Support Vector Machine 

Training data contains the positive and 

negative reviews. Data provided in training classifier 

uses positive and negative reviews but they do not 

deal with complicated data which is very hard to 

classify. The reviews are said to be of low variance if 

they are giving only positive or only negative opinions 

otherwise they are having high variance. In the two-

category case, the basic idea behind the training 

procedure is to find a hyperplane, represented by 

vector w, that not only separates the document 

vectors in one class from those in the other, but for 

which the separation, is as large as possible. This 

hunt corresponds to a constrained optimization 

problem. We employed SVM to perform the 

classification and libsvm package is used in the 

system. The kernel role used in the system is the 

radial basis function (RBF) and K-fold cross validation 

(i.e., K = 5) is conducted in the experiment. The 

movie rating score is based on sentiment 

classification result. 

Feature Based Summarization  

Feature based summarization is based on 

movie features and opinion words. System 

recognized movie features using Latent semantic 

Analysis (LSA) algorithm. System constructed term 

document matrix n*m from dataset. Here n are the 

number of reviews represented as a row vector and 

m are number of different words identified in all 

reviews represented as a column vector. Then, LSA 

applied Singular value decomposition (SVD) method 

on term document matrix. SVD is used for 

dimensionality reduction that separates the term 

document matrix into three parts that are U, Σ and V. 

The U matrix is left eigenvectors, Σ is the diagonal 

matrix of singular values and V is right eigenvectors. 

Also system identified movie features using 

frequency based approach. For frequency based 

algorithm system used term document matrix as it is 

without a SVD operation. For feature based 

summarization and identification of opinion words is 

also very important. System examines the polarity of 

sentence using opinion words. System identified 

opinion words using part-of-speech tagging method 

and also frequency information of those words taken 

into account by using equation. 

Pre-Processing  

The following are the major steps adopted 

to produce a matrix of meaningful sentiment 

descriptors whose weights were determined based 

on their presence in a twitter comment and their 

overall presence in the corpus of tweets collected on 

a particular movie.  

1) Consolidate all tweets into two separate corpora 

as shown in table 1 and perform the following steps 

for each corpus.  

2) Remove stop words.  

3) Reduce verbs to lemmas using a simple 

nonaggressive stemming algorithm.  

4) Discard rare words by giving a lower limit to the 

frequency of accepted words equal 3. The weighted 

movie descriptor frequency matrix is calculated using 

vectorization as 

wi=tfi*log(D/dfi) ----------------(1) 

5) Take the transpose of the matrix obtained in step 4 

in order to cluster the words instead of the 

comments.  

6) Take the transpose of the matrix found in step 5 

was then trimmed by including only those attributes 

(rows) which were elements of the sentiment lexicon 

described above. 

Latent semantic analysis (LSA) 

In movie-feature identification, we 

compared LSA based approach with frequency based 

approach. We performed experiments using movie 

review glossary dataset. Latent semantic analysis 

algorithm is used to identify movie features and the 

seeds include scene, director, plot, actor, and story. 

Latent semantic analysis (LSA) outperforms than 

frequency-based approach when the number of 

dimensions is more than 500.For LSA, differences are 

minor when the number of dimensions is more than 

500.On the other hand, if the number of dimensions 

of LSA is 50 then performance becomes worse than 

frequency-based approach. 

Performance 

The runtime time and space requirements of 

the naıve Bayes and SVM classifiers are both roughly 

linear in the number of features. However, the 
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training time for the SVM classifiers was usually much 

faster than for the naıve Bayes classifier. Even though 

the naıve Bayes classifier generally converged within 

20 or so EM iterations, in some cases it took more 

than 100 iterations to reach convergence, which 

could take up to several hours on data sets with large 

numbers of features. The SVM classifiers generally 

converged within a few minutes at poorest and often 

within seconds. 

CONCLUSIONS  

Sentiment classification and feature based 

summarization system is designed and implemented. 

The experimental result shows that random forest 

classification model performs better than support 

vector machine model because it gives better 

accuracy than other machine learning techniques. 

System proposed a novel approach called Latent 

semantic analysis for identification of movie features 

which outperforms than frequency based approach. 

The advantage of LSA based approach is that it could 

be applied to all the languages; it does not need any 

external dictionary because LSA islanguage-

independent and LSA is based on SVD operation. 

System extended the result of LSA to LSA-based 

filtering mechanism to reduce the size of movie 

review summary. The movie rating score is based on 

the sentiment analysis result. In this way, system 

implemented as an online and offline in a mobile 

environment. To develop an online application 

system used IMDB review dataset for training and 

testing a model. System used IMDB review dataset 

for training a model and testing that model on rediff 

reviews to develop an offline application. System 

combined movie rating information with review 

summary and displayed results to the end users. In 

future, same system design can also be extended to 

other product-review domains easily. 
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