
International Journal of Engineering Research-Online  

A Peer Reviewed International Journal   
Articles available online http://www.ijoer.in 

Vol.3., Issue.4., 2015 
(July-Aug) 

 

230 VINAY P. FIRAKE, Dr. A. M. PATIL 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 

 
I. INTRODUCTION  

The importance of cryptography applied to security 

in electronic data transactions has gained essential 

relevance during the last few years. Everyday many 

users generate and interchange large amount of 

information in various fields through Internet, 

telephone conversations, and e-commerce 

transactions. These and other examples of 

applications deserve a security point of view, not only 

in the transport of such information but also in its 

storage. This can be achieved by various techniques 

such as password, cryptography and biometrics. In 

this sense, cryptography techniques are especially 

useful.  

In cryptography, the AES, also known as Rijndael, is a 

block cipher adopted as an encryption standard by 

the US government, which specifies an encryption 

algorithm capable of protecting sensitive data [1, 2]. 

The AES algorithm is a sym-metric block cipher that 

can encrypt and decrypt information. The AES 

algorithm uses cryptographic keys of 128, 192, and 

256 bits to encrypt and decrypt data in blocks of 128 

bits [3, 4]. The hardware implementation of this 

algorithm can provide either high performance or 

low cost for specific applications. At main 

communication channels or heavily loaded servers it 

is not possible to lose processing speed, which drops 

the efficiency of the overall system while running 

cryptography algorithms in software. On the other 

hand, a low cost and small design can be used in 

smart card applications, which allows a wide range of 

equipment to operate securely.  

The AES algorithm can be efficiently implemented by 

hardware and software. Software implementations 

cost the smallest resources, but they offer a limited 

physical security and the slowest process. Besides, 

growing requirements for high speed, high volume 

secure communications combined with physical 

security, hardware implementation of cryptogra-phy 

takes place. An FPGA implementation is an 

intermediate solution between general purpose 

processors (GPPs) and ap-plication specific integrated 
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circuits (ASICs). It has advantages over both GPPs and 

ASICs. It provides a faster hardware solution than a 

GPP. Also, it has a wider applicability than ASICs since 

its configuring software makes use of the broad 

range of functionality supported by the 

reconfigurable device [7]. 

II. LITERATURE REVIEW 

With the advent of new technologies in the field of 

FPGAs, they are increasingly preferred over ASICs. 

Advantages of FPGAs include the ability to re-

program in the field to fix bugs. FPGA design owes 

support the use of third party EDA tools to perform 

design ow tasks such as static timing analysis, formal 

verification and RTL and gate level simulation. 

Applications of FPGAs include digital signal 

processing, software defined radio, aerospace and 

defense systems, ASIC prototyping, medical imaging, 

computer vision, speech recognition, cryptography, 

bioinformatics, computer hardware emulation, radio 

astronomy, metal detection and a growing range of 

other areas. Considering the innumerable advantages 

of using a FPGA platform over others as can be 

noted, we have chosen to review AES 

implementations over FPGA exclusively. 

A Rijndael cipher for encryption using a basic 64-bit 

iterative architecture was developed and presented 

in this paper. The proposed architecture 

implemented on FPGA achieves high speed, low area 

and cost effectiveness. Key scheduling unit has been 

added as a part of this work and the number of cycles 

required to encrypt text has been reduced and 

hardware optimization achieved. The results of this 

paper have been expressed in table 1 [9]. In this work 

a 32-bit data path FPGA implementation of AES has 

been proposed. A significant improvement of 3.4 was 

achieved over the existing designs in terms of 

throughput. The results of this paper have been 

discussed in table1 [10]. A hardware implementation 

of AES algorithm suitable for wireless military 

communication has been suggested in this work. An 

optimized code was proposed for the Rijndael 

algorithm with 128-bit keys. A significant 

improvement in throughput and reduction of slices 

was achieved. The results of this paper have been 

discussed in table 1 [11]. In this paper a novel high-

speed non-pipelined architecture for implementing 

both encryption and decryption operations of the 

Rijndael algorithm on the same FPGA 

implementation has been proposed. The results of 

this paper have been presented in table 1 [12]. 

This paper proposes to combine both encryption and 

decryption on a single FPGA implementation with 

focus on low area and high throughput. The Rijndaels 

algorithm for 128-bit key is used on the fully 

pipelined AES encryptor /decryptor core proposed in 

this work. In this paper hardware implementation of 

optimized area for block cipher AES has been 

proposed. Time sharing of resources and iteration 

architecture has been used to reduce the area. 

Designs achieving area, latency and bandwidth 

optimizations have been reviewed in this paper. A 

FPGA implementation of AES algorithm has been 

presented in this work incorporating these 

optimization techniques for better throughput and 

lower latency. Two new designs of FPGA 

implementation of AES algorithm, one achieving a 

very high throughput and the other with a very small 

area have been presented in this paper. The high 

through-put design supports continued throughput 

during key changes for both encryption and 

decryption processes. A new combina-tional logic to 

improve the efficiency of inner round pipelining has 

been developed in this paper. Composite field 

arithmetic reduced the area. A fully sub-pipelined 

encrypter/decrypter with three sub stage pipe-lining 

per round has been used to achieve higher 

throughput. Efficiency and high throughput issues for 

FPGA implementation of AES-GCM have been 

addressed in this paper. Both the AES engine and the 

modular multiplication over G.F (2m) have been 

discussed. The Karatsubas algorithm has been used in 

the multiplication. In this paper an extension of a 

public key cryptosystem has been proposed to 

support a private-key cryptosystem. A new arithmetic 

unit has been developed in which the polynomial 

modular multiplication of ECC is extended to 

compute the polynomial arithmetic operations over 

binary extended field of AES. Higher hardware 

efficiency was achieved. Pipelining techniques have 

been used in the architectural optimization for the 

FPGA implementation of AES presented in this paper. 

Significant improvement in terms of speed has been 

achieved by processing multiple rounds 

simultaneously though cost in terms of area 
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increased. Exclusion of Shift Row stage and on the fly 

key generation have been incorporated to enhance 

throughput. A fully pipelined architecture which uses 

a 128-bit cipher key has been proposed in it. This 

paper uses a pipelined architecture only for the 

outerround in the FPGA implementation of the AES 

algorithm. Very high throughput and efficiency are 

the merits of the proposed work. The fully pipelined 

architecture with high throughput for data security 

applications has been proposed in this work. The 

hardware is implemented on FPGA. 

A high speed, non-pipelined FPGA implementation of 

AES-CCMP has been proposed. Where in the CCMP 

consists of two modes, that is Counter mode for Data 

Privacy and CBC mode for authenticity [13]. A high 

throughput design combining both encryption and 

decryption on a single FPGA architecture has been 

proposed in this paper. Low area and low cost was 

achieved [14]. This work proposes a new flexible AES 

architecture that performs both encryption and 

decryption. A key generation module that generates 

both encryption and decryption keys is provided. 

Flexibility is achieved so that key generation depends 

on the data and hence hardware need not be 

changed every time[15]. FPGA implementation of 

AES algorithm has been presented in this paper. The 

encryption and decryption transformations have 

been performed using iterative design thus cutting 

hardware implementation costs [16]. 

III. AES ALGORITHM 

AES encryption algorithm includes key expansion 

process and encryption process. The encryption 

process includes an initial Add Round Key of the 

initial round, and then carries out several rounds of 

Round transformation, and the last round also carries 

out Round transformation as shown in Figure 2. The 

encryption process of AES algorithm is as follows: 

1) subBytes: The SubBytes transformation is a 

non-linear byte substitution, operating on each of the 

state bytes independently. The SubBytes 

transformation is done using a once pre-calculated 

substitution table called S-box. That S-box table 

contains 256 numbers (from 0 to 255) and their 

corresponding resulting values. More  

details of the method of calculating the S-box table 

refers to [4]. In this design, we use a look-up table as 

shown in figure 1. This is a more efficient method 

than directly implementing the multiplicative inverse 

operation followed by affine transformation. 

 

 
Fig. 1: S-box 

2) ShiftRows: it is relatively simple. State is the 

interme-diate cipher result that can be 

pictured as a rectangular array of bytes, 

having four rows. In the direct ShiftRows 

transformation, the first line of State 

remains the same, the second line, third line 

and fourth line respectively ring shift left 

1byte, 2 bytes, and 3 bytes.  

3) MixColumns: it is more complex. In the 

direct Mix-Columns transformation, every 

column operates inde-pendently and every 

byte is mapped to a new value. This 

transformation is based on the matrix 

multiplication of State.  

4) AddRoundKey: the transformation in the 

cipher and inverse cipher in which a round 

key is added to the State using an XOR 

operation. Round keys are values derived 

from the cipher key using the Key Expansion 

routine.  

5) KeyExpansion: it is the routine used to 

generate a series of Round Keys from the 

cipher key. KeyExpansion is carried out for 

the word, and to this two word processing 

functions are introduced which are word 

substitution (Subword) and word rotation 

(RotWord). Subword takes a four-byte input 

word and applies an S-box to each of the 

four bytes to produce an output word. 
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RotWord takes a four-byte word and 

performs a cyclic permutation.  

AES algorithm decryption process is shown in Figure 
4. Inversed its encryption process will be able to 
decrypt the cipher text. 

 
Fig. 2: AES encription process 

 
1) AddRoundKey: AddRoundKey is its own inverse 

func-tion because the XOR function is its own 

inverse. The round keys have to be selected in 

reverse order. The description of the other 

transformations will be given as follows.   
2) InvShiftRows Transformation: InvShiftRows 

exactly functions the same as ShiftRows, only in 

the opposite direction. The first row is not shifted, 

while the second, third and fourth rows are 

shifted right by one, two and three bytes 

respectively.   
3) InvSubBytes transformation: The InvSubBytes 

transformation is done using a once-precalculated 

substitution table called InvS-box. That InvS-box 

table contains 256 numbers (from 0 to 255) and 

their corresponding values. InvS-box is presented 

in figure 3.  

4) hardware resource. Different architecture 

should be selected according to the fields it 

is applied to. To make AES algorithm 

suitable to high-speed rate data application, 

we need to optimize the architecture. 

Meanwhile by sharing resource and 

eliminating common sub expression we can 

reduce the hard-ware resource utilization. 

There are three basic architectures of AES to 

improve the throughput: Loop unrolled, 

pipelined, sub-pipelined that could be 

chosen. 

 

 
Fig. 3: Inverse S-Box 

IV. AES ALGORITHM IMPLEMENTED IN FPGA 

Overall System Design: It is incompatible to 

implement the AES algorithm on hardware between 

the throughput and 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: AES Decryption Process 

The top design of AES encryption system is shown in 

Figure 5. The top design includes three modules: 

Round module, Keyscheduel module and control 

module. Round module, which contains four 
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submodules: SubBytes, ShiftRows, Mix-Columns and 

AddRoundKey, performs the prime transformation 

process of AES. Keyscheduel module includes an S-

box macro module to realize the nonlinear 

transformation. Control module in charge of the 

signals for other modules and the datas in 

Input/Output. 

System Implementation: The design uses a 

synchronous clock 

 

 

 

 

 

 

 

Fig. 5: Top Design of AES Encryption System 

in order to make the circuit works with a unified clock 

and uses pipeline architecture to improve the 

working speed. Figure 5 shows the system 

implementation structure. Round module includes 

SubBytes, ShiftRows, MixColumns, AddRoundKey and 

an S-box matrix. SubBytes is a substituted operation 

to execute the operation and the affine 

transformation on finite field. ShiftRows is a cycle 

shift with bytes for unit. The most important process 

in MixColumns is the multiplication on finite field. 

AddRoundKey is a process that makes a 128 bits key 

to exclusive or the data in state one by one. S-box is a 

matrix that be defined to make a nonlinear 

replacement for SubBytes. The structure of round 

operation is shown in Figure 6. The pipeline scheme 

is utilized for implementations. In the pipeline 

scheme, the register arrays are assigned among the 

operational circuits of SubBytes, ShiftRows, 

MixColumns and AddRoundKey.  

 
Fig. 6: Structure of round operation 

 

 

 

TABLE I: Design Summery 

Flow status Successful-sat Jul 04 

 08:55:25 2015 

Quartus II 64-bit Version 

13.1.0 Build 162 

10/23/2012 

 web Edition 

Revision Name Vinu 

Top-Level Entity Name Final 

Family Cyclone IV GX 

Total Logic Elements 13,663/29440(46%) 

Total combinational 

Functions 13,663/29440(46%) 

Dedicated logic Resistors 554/29440(2%) 

Total Resistor 554 

Total Pins 12/81(15%) 

TABLE II: Operating Voltage and Conditions 

 Setting Value 

1 Nominal Core Voltage 1.20 V 

2 Low Junction Temperature 0 C 

3 High Junction Temperature 85C 

V. EXPERIMENTAL RESULTS 

The design has been coded by VHDL. All the results 

are synthesized and simulated basing on the Quatus 

13.1 Web Edition and EP4CGX30BF14C6 device. The 

results of sim-ulating the encryption/decryption 

algorithm from the Quartus 13.1 web edition are 

shown in Figure 7. The practical results are in 

accordance to theoretical predictions and satisfy the 

encryption and decryption methodology. 

 
. 7: RTL View of Implemented AES 

To test the system a test bench is used. The test 

bench applies encryption/decryption input pulse to 

trigger the system. The output result of the 

encryption was found accurately after 13 clock cycles 

from the starting of encryption process. So the 

latency of encryption is only 13 clock cycles. Similarly, 

the latency of decryption is 13 clock cycles. overall 
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recourse utilization summery is shown in Table ii 

 
Fig. 8: Comparison of proposed method with respect 

to slices, frequency, throughput etc. 

 
Fig. 9: Graphical Comparison of proposed method 

with Maximum Clock frequency. 

VI. PERFORMANCE ANALYSIS 

In this section, the results obtained by our design, 

and comparison between our results and other 

equivalent implementations is given and discussed. 

Our design for AES 128-bit encryption/decryption 

algorithm was synthesized, implemented by Altera 

tools. figure 8 summarizes the hardware resources 

required by main building blocks and gives detailed 

comparisons with the other designs [5], [6]. 

Considering the comparison in figure 8, our design is 

found to be more efficient in terms of latency, 

throughput and area. Therefore it allows us to 

process data in communication applications requiring 

a high security communication with low latency, high 

throughput and small area as per figure 9 to 11. 

Besides, the design is compared with another 

implementation using Xilinx chip [6] which uses the 

similar architecture with our design, but it requires a 

higher latency. Because Altera and Xilinx have 

thedifferent chip architectures, comparison between 

us and [6] cannot be done in the other criteria of 

memory, throughput. 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Graphical Comparison of proposed method 

with respect to slices. 

 

 

 

 

 

 

 

 

 

 

Fig. 11: Graphical Comparison of proposed method 

with respect to power. 

CONCLUSION 

The Advanced Encryption Standard algorithm is a 

symmetric block cipher that can process data blocks 

of 128 bits through the use of cipher keys with 

lengths of 128, 192, and 256 bits. An efficient FPGA 

implementation of 128 bit block and 128 bit key AES 

algorithm has been presented in this paper. The 

design is implemented on Altera using 

EP4CGX30BF14C6 FPGA which is based on high 

performance architecture. The proposed design is 

implemented based on the iterative approach for 

cryptographic algorithms. Our architecture is found 

to be better in terms of latency, throughput as well 

as area. The design is tested with the sample vectors 

provided by FIPS 197. The algorithm achieves a low 

latency and area efficient. 
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