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INTRODUCTION  

Medical data mining has high possible & unused 

quality for exploring the hidden patterns in the 

medical domain. These patterns can be put to use 

for medical diagnosis for widely made distribution in 

the medical data. These data should be in an 

organized form. Then the organized data is collected 

and integrated to form a hospital knowledge system. 

Data Mining is useful for discovering knowledge out 

of the data and present it in the human 

understandable form [11]. Large volume of the data 

that is collected daily is examined in this process. It 

is a cooperative effort of humans and computers. 

Humans are experts in describing problems and 

computers have good search capability, by balancing 

both we can achieve the better results. There are 

two primary goals of data mining: prediction and 

description.[10] In Data Mining the Prediction of 

disease plays an important role. There are different 

types of diseases predicted in data mining namely 

Cancer, Diabetes, Thyroid disease etc. This paper 

analyzes the Heart disease. 

The rest of this paper is organized as follows. The 

literature survey is described in section 2. Section 3 

describes the prediction of disease by kmeans and 

results are then optimized by PSO. Section 4 

describes results and comparison. Conclusions and 

References are described in Section 5. 

Literature Survey 

Jyoti Soni, Ujma Ansari & Dipesh Sharma performed 

a work,” Predictive Data Mining for Medical 

Diagnosis: An Overview of Heart Disease Prediction” 

[1]. This paper presents the results of a data mining 

techniques that are applied on the same dataset 
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ABSTRACT 

Data mining methods in medical are used to analyze the medical data 

information resources. Some important and popular data mining techniques are 

classification, document clustering, prediction of disease and association rules,. 

There are varieties of applications of data mining techniques. In medical, data 

mining plays an important role for predicting diseases. To predict a disease 

number of tests should be required from the patient..But by using data mining 

technique the number of tests should be reduced. This plays an important role in 

time and performance. This research paper analyzes how the data mining 

techniques are used for predicting the heart diseases. In this paper we will use K-

means clustering technique on text data for predicting a disease and then 

optimize the results by using PSO. 
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that reveals that Decision Tree performed too well 

and some time Bayesian classification had similar 

accuracy as of decision tree but other predictive 

methods like KNN, Neural Networks not performed 

well. The accuracy of the Decision Tree and Bayesian 

Classification improved after applying genetic 

algorithm. 

R. Chitra,” Review of Heart Disease Prediction 

System Using Data Mining And Hybrid Intelligent 

Techniques”[2]. This paper shows that in data 

mining Neural Networks are one of the analytical 

tools that can be utilized to make predictions for 

medical data and Hybrid Intelligent Algorithm 

improves the accuracy of the heart disease 

prediction system. 

K.Srinivas, G.Raghavendra Rao and A.Govardhan,” 

Analysis of Attribute Association in Heart Disease 

Using Data Mining Techniques”.[3]. In this paper, a 

new measure was proposed that finds the 

association among the various attributes in a 

dataset. The experiments are conducted on 

synthetic and real data sets. The measure is applied 

to both frequent and infrequent item set to the 

dataset and it was found that the infrequent item 

set are also having the association among the 

attributes. 

Shweta Kharya,” Using data mining techniques for 

diagnosis and prognosis of cancer disease”.[4]. In 

this paper various data mining approaches that have 

been utilized for breast cancer diagnosis and 

prognosis are discussed. 

S.Vijiyarani & S.Sudha, “Disease Prediction in Data 

Mining Technique – A Survey”[5]. This research 

paper analyzes how data mining techniques are 

used for predicting different types of diseases i.e 

heart disease, Diabetes and Breast cancer using 

Naïve bayes, K-NN, Decision List.. 

V. Manikantan & S. Latha, “Predicting the Analysis of 

Heart Disease Symptoms Using Medicinal Data 

Mining Methods”[6]. MAFIA and C4.5 algorithms are 

used with K-Means clustering algorithm for heart 

disease prediction and remove the data from the 

database that is applicable to heart attack. 

Mai Shouman, et al. [12] worked on k-means 

clustering with the decision tree to predict the heart 

disease. To increase the efficiency they used several 

centroid selection methods. Data set of heart 

disease was the collection of 13 input attributes that 

were taken from Cleveland Clinic Foundation. In 

diagnosis of heart disease patients k-means 

clustering and decision tree both together achieve 

higher accuracy.  

Our Approach 

We have implemented K-means and PSO on the text 

database. Database contains some records of 

patients of heart disease. We took the input from 

the user and diagnose the disease based on some 

parameters. The result will show the clusters that 

contain number of the records and detect whether 

the patient is at risk of heart disease or not. 

Data Set: 

Table 1.1 Data Set 

 
K-Means Approach: This technique is a popular 

traditional partitioning clustering technique. It is one 

of the easy approaches used for resolving known 

clustering issues. For document clustering problem, 

this approach allocates each of the document to one 

of the K number of clusters. An efficient cluster here 

will be a sphere where centroid is considered to be 

its centre of gravity. The aim of this approach is to 

reduce the approximate mean coverage of 

document data set corresponding to their cluster 

midpoint; when centre of the group can be used as 

the mean of the document set in a group. The 

centroid μ1 of the document set in a cluster   is 

calculated as mentioned below: 

µ1 ( ) =    

P.S.O 

This is a populace build searching tool that was first 

proposed by Eberhart & Kennedy in 1995. Eberhart 

& Kennedy originally developed this method for 

optimization of continuous non-linear functions. It is 

a stochastic tool for optimization that can be used 
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easily to resolve various optimization issues. For 

using this approach profitably, an important factor 

knows how the solution is mapped into the P.S.O 

object that directly alters its utility and attainment.  

A ‘swarm’ implies to a grouping of a number of 

optimal solutions where each optimal result is 

known as a ‘particle’. 

Here, individual objects are stemmed with random 

positions & velocities then a fitness function is 

calculated. The aim of this approach is to know the 

particle’s position that gives the best results of this 

function using positional coordinates of objects as 

input values. The best position of the particle can be 

reset as follows: 

pid(a+1)=   

The best global position is chooses as best of 

personal best positions as follows: 

 pgd(t) = min {pid0 (t),……..,pidk(t)} 

After finding the above values, each particle updates 

its position and velocity as per give equations: 

vid =w*vid+c11*rand11*(pid – xid)+c12*rand12* (pgd – xid) 

xid = xid + vid 

Here, pid  denotes objects personal experience, pgd is 

the global experience, rand11 and rand12 denotes 

random constants lying in range (0,1) for wide 

search space exploration, c11 and c12 denotes 

constants generally taken as 2 , w is the inertia 

weight lying in  range (0.1,0.9) to control P.S.O 

convergence.  

The PSO generates a global optimum solution. Its 

disadvantage includes stagnation of population due 

to loss of population diversity as a result of which 

PSO might take time to converge to an optimum 

solution and non-detection of outliers. K-Means has 

been integrated with PSO to make it work faster and 

reduce the clustering time required by PSO alone. 

This hybridization exploits the fast convergence of K-

Means and global searching ability of PSO. 

Results 

The following form is to be filled by the user and the 

above mentioned techniques are used to detect 

whether the patient is at risk of heart disease or not. 

 
Fig 2 Train data & Test Data 

 
Fig 3 Medical  Diagnosis using K_means & PSO 

 
Fig 5 Result 
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The result is showing the four clusters that contains 

the number of the records of different age 

group.Cluster1 is showing the number of the record 

of age group 30-40, Cluster2 40-50, Cluster3 50-60 

and cluster4 60-70. If the person is at risk of heart 

disease then the Fasting Blood Sugar(Fbs) is showing 

true otherwise false. 

CONCLUSION AND FUTURE WORK 

In this present study, we have concluded that the 

existing K-Means clustering algorithm for the 

Document clustering is not much effective alone and 

was improved using PSO based approach. Clustering 

technique alone is not able to produce the better 

clusters but if it is optimized then results are pretty 

good.  In future work, we can use these techniques 

for treatment of the heart disease.  
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