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INTRODUCTION  

1.1 DATA MINING 

Data mining is a technique by which fetch 

anonymous information from huge dataset, Data 

mining plays important role in knowledge discovery 

in dataset, knowledge discovery is a process by 

which converting useless data in to useful 

information, Data mining is new emerging 

evolutionary approach in field of technology It can 

be called as “knowledge mining from data” [1]. 

1.1.1 KD Process 

Knowledge discovery is a process which shown in 

figure1.1 with various steps such as data cleaning, 

Data integration, Data selection, Data 

transformation, Data mining, Pattern evaluation, 

and Knowledge presentation. 

 

 

 

 

 

 

Fig:-1.1 Knowledge discovery as a process [1] 

In given diagram there are various steps of 

knowledge discovery process in which dataset pass 

through these steps which are very needful for 

searching useful information from huge dataset, the 

first four steps are used before mining of data, the 

first step shows that a large dataset has various 
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Logistic Regression classifier is better than all Classifier with accuracy 90.03%. 
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types of useless contents such as noisy data, data 

redundancy, inconsistency and many more that has 

to be removed before mining. In second step various 

data sources are combined in single source. in third 

step there is selection of relevant data for mining ,in 

forth step data transformed in various forms for 

performing data mining operations ,after these 

steps data become ready for mining process. 

1.2 CLASSIFICATION  

This is most important technique of datamining to 

make various classification models for a given 

dataset [2]. The classification techniques are used to 

make models which are useful for prediction of 

future test dataset [3, 4]. The designing of 

Classification model defines a set of pre-determined 

classes.  

Now Days, data mining techniques are being used by 

many industries including banking and finance. The 

bank’s marketing department use data mining 

technique to analyze given customer datasets and 

prepare statistical profile of individual customer 

preference to product and little extra service. 

1.3 FEATURE SELECTION ALGORITHM WITH 

CLASSIFICATION METHOD 

A dataset consists of many features, some of them 

are useful and some are useless. The useless 

features take unnecessary extra time for their 

execution, and don’t put any positive effect on 

prediction result, so it becomes necessary to select 

only those features which are useful for prediction 

to give more accurate result. Now a days the feature 

selection methods plays an evolutionary approach in 

the field of bio-informatics, whether forecasting, 

business strategies, online marketing campaign and 

banking field too, because this method provides 

reliable, more accurate results. In proposed work 

feature selection method with classifiers is used 

over the bank direct marketing dataset [5]. 

1.4.1 VALIDATIONS USED 

 1.4.1 Hold-out Validation 

This is one of the easiest methods of validation 

method, in which a given dataset is divided in two 

parts, one is known as training dataset and other is 

testing dataset. It uses a function approximator to 

set the function values for training dataset and then 

it predicts output values for testing dataset. 

In Proposed work hold out method is used which is 

easy to implement and better than cross validation 

because it does not produce complexity like cross 

validation. The cross validation calculate average 

result value of all  experiments so it makes the 

model difficult, but the hold out method calculate 

result using training dataset over the test dataset. 

1.5 DATA SET  

Proposed work extracted the datasets of bank direct 

marketing from UCI repository. It has dimensions of 

16 attribute and 45,211 instances. For proposes of 

training and testing, only 60% of the overall data 

uses for training and the remaining 40% dataset 

uses for testing the accuracy of the selected 

classification algorithms.  

In proposed work the used dataset taken from bank 

direct marketing campaigns of Portuguese banking 

institute. The phone calls was the basic attributes 

for the bank marketing campaigns, it was 

compulsory for all clients to had more than one 

contact and asked to subscribe to the product(bank 

term deposit) or not [6]. The classifier model will 

predict that how many clients has subscribed a term 

deposit or not using the variable y. The bank direct 

marketing has 45211 observations based on 16 

attributes/features. 

1.6 PROPOSED WORK OBJECTIVES 

The objective of the proposed work is to evaluate 

performance of different classifiers with and without 

using of feature selection method. Proposed work 

shows comparison of predicted values with actual 

data and show results in the form of confusion 

matrix. With the help of confusion matrix calculate 

various measures such as Accuracy, Sensitivity and 

Specificity, and perform comparison on the basis of 

these measures. For the classification following 

techniques are mainly used with and without 

feature selection method. 

 Logistic Regression 

 Nearest Neighbors  

 Naive-Bayes 

 Logistic Regression with Feature Selection 

 Nearest Neighbors with Feature Selection 

 Naive-Bayes with Feature Selection 

In First scheme, Before classification, data 

preprocessing techniques such as data cleaning, is 

applied and In Second Scheme , data preprocessing 

techniques as well as feature selection technique is 

applied these techniques usually increase the 

efficiency of the algorithm for classifying the data 

correctly and find out which classifier predict result 
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with maximum accuracy. Analyze the performance 

of different classification techniques to select the 

one of the most accurate results for classification of 

bank’s direct marketing dataset. [7, 8] 

2. METHODOLOGY 

In proposed work three classifiers have been 

implemented first with and then without using 

feature selection method and their performance 

analysis is done with comparison with each other, 

and finally it is concluded that which one shows best 

results. Three classifiers Logistic Regression Naïve 

Bayes and K-Nearest Neighbor with and without 

using feature selection method in matlab. For 

evaluation of performance of classifier, the dataset 

is splited in two parts one is training dataset and 

another is testing dataset with the hold out 

validation method.  

Classifiers learn from training dataset and perform 

prediction on test dataset in the form of confusion 

matrix, which is a source to calculate three 

performance measures which are accuracy, 

sensitivity and specificity. In proposed work learning 

process divided in two schemes. 

(i)  First scheme is combination of:- 

 Data preprocessing 

 Learning algorithm 

(ii) Second scheme is combination of:- 

 Data preprocessing 

 Feature Selection 

 Learning algorithm 

2.1 OVERVIEW OF THE LEARNING SCHEME USED IN 

PROPOSED WORK 

2.1.1 First Learning Scheme 

In Fig2.1 shown first learning scheme bank direct 

marketing dataset is divided in two parts first is 

training data set while other is testing dataset  now 

both datasets passes  through data preprocessing  

,now different classifiers will trained from trainee 

dataset and prediction  for the test dataset . 

Classifier predicts the result in the form of confusion 

matrix; now performance will be evaluated using 

various measures such as Accuracy, Sensitivity, and 

Specificity. 

2.1.2 Second Learning Scheme 

In Second Learning Scheme the classifier is used 

with feature selection method. Feature selection 

method is used after data preprocessing step in 

which redundant, irrelevant, erroneous data and 

missing data are removed.  Fig. 2.2 contains the 

details. After passing through feature selection data 

set goes as input to classifiers for learning. 

 
Fig 2.1:- First Learning Scheme 

 
 Fig 2.2:-Second Learning Scheme 

The main obstacle was that how to divide bank 

direct marketing dataset into training dataset and 

test dataset, as above given scheme learning 

process does not depend on the test dataset. It is 

pre requisite condition for evaluation the 

performance of classifier for test dataset. For this 

Hold out method is used, it estimate that with how 

much accuracy a classifier will predict. It involves 

partitioned of dataset in to 60:40 ratio, refer 60% 

dataset for training and 40% dataset to training 

dataset.  
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2.2 TRAINING OF CLASSIFIER 

After the division of trainee and test dataset in the 

ratio of 60 and 40, learning scheme with trainee 

dataset are used to construct to learner. A Second 

learning scheme consists of a data preprocessing 

method, a featuring selection method, and a 

learning algorithm. In first learning scheme which 

did not consider featuring selection method the 

detailed learner construction procedure is as 

follows: 

i. Data preprocessing- Data preprocessing is 

an important part of construction of a 

learner. In this step, the training dataset 

are passed through various tiny processes, 

such as discrediting or transforming 

numeric attributes, and removing outliers, 

handling missing values. 

ii. Feature selection Feature selection is a 

method which is also known as variable 

selection, attribute selection or variable 

subset selection; it is the process of 

selecting a subset of features which are 

useful in model construction.  

iii. Learner construction- After the completion 

of attribute selection process, the training 

dataset contains best attributes which 

produce positive effect for learner 

construction then after filtered training 

dataset which have dimensionally reduced 

and classification method are used for 

construct to learner, after learning process 

the predicted result over the test dataset, 

that will be compared with actual values for 

evaluation their performance. 

2.3  PREDICTION 

The classifier, which is trained from trainee dataset, 

is then used to make a prediction on the test 

dataset. Predicted values will be compared with 

actual values and show the result in the form of 

confusion matrix. Confusion matrix is one of the 

function which is used for analyze the performance 

of a machine learning techniques. 

 Proposed work the performance of different 

classification techniques analyzed to select the one 

with the most accurate results for classification of 

bank direct marketing dataset. Three very 

commonly used techniques from different 

classification techniques are chosen from machine 

learning. In machine learning use three classifiers 

one is nearest neighbors, naive bayes and logistic 

regression. 

2.3.1 Naïve Bayes classifier 

Naïve Bayes classifier can learn and fetch useful 

information from hidden pattern in trainee dataset 

very efficiently with supervised learning setting .The 

main advantage of naïve bayes classifier is needed 

less training data to estimation of parameters 

necessary for classification; it is one of the most 

popular classifier in the datamining industry. 

2.3.2 Logistic Regression 

Logistic is one of the statically method for analyze to 

a dataset which contains more one independent 

variable which are used for determine to outcome. 

The outcome variable is measured by dichotomous 

variable; these are those variables which contain 

two possible outcomes. 

2.3.3 K- Nearest Neighbors 

K-Nearest neighbor is the instance based learning 

method it is designed by Mitchell in 1997.in instance 

based learning a distance function is used for 

analyze that which instance  of training set is near by 

a new unknown instance. It means that this classifier 

take less time for learning but it takes more time for 

solving to a query.  

2.3.4 Data set description 

Proposed work extracted the datasets of bank direct 

marketing from UCI repository. It has dimensions of 

16 attribute and 45,211 instances. For proposes of 

training and testing, only 60% of the overall data 

uses for training and the remaining 40% dataset 

uses for testing the accuracy of the selected 

classification algorithms.  

2.3.5 Confusion Matrix 

Confusion matrix has the information about actual 

and predicted values during classification process 

done by classifiers. It shows the result in the form of 

matrix, contains four elements which are True 

Positive (TP), True Negative (TN), False Positive (FP) 

and False Negative (FN). The difference between the 

predicted values and actual values shows in 

percentage of correctness/ incorrectness of 

classification. True Positive (TP) is the number of 

true prediction which is done classifier same as 

actual value for true instance, True Negative (TN) is 

number of true prediction for an instance which is 

false, now False Positive and False Negative occurs 

when false prediction done by classifier, False 

Positive (FP) is number of false prediction for the 
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positive instance and is not same as actual value, 

False Negative (FN) is number of false prediction for 

an instance which is false. Table 4.1 shows the 

confusion matrix for a two-class classifier.[9] 

TABLE 2.1 CONFUSION MATRIXES 

                                                     
2.4 Three Measures for performance 

Accuracy- Accuracy of Classification is defined as the 

ratio of the number of correctly classified cases and 

is equal to the sum of TP and TN divided by the total 

number of cases N.[9] 

 

    

 

Sensitivity- Sensitivity measures the correctness of 

the predicted model. It is defined as the percentage 

of classes correctly predicted to be fault prone.[9] 

 

 

 Specificity- Specificity also measures the 

correctness of the predicted model. It is defined as 

the percentage of classes predicted that will not be 

faulted prone.[9] 

 

  

 

3. THE EXPERIMENTAL RESULTS ANALYSIS 

After implementing and executing the proposed 

methodology the result obtained are as follows: 

As previously stated, the first 16 attributes are 

defined as input attributes and the output attribute 

(y) is defined as a target. 

Now perform experiment, the input for classifier is 

16 attributes of dataset and the output attribute is y 

in which classifier has to predict that how many 

people has subscribed fixed deposit (yes) or (no), 

which has to be predict to classifier. In given dataset 

the actual values for y mean number of no is 39922 

and number of y is 5289.which shown in following 

table 3.1. 

TABLE 3.1DATASET VALUES FOR ATTRIBUTE Y  

First step is data preprocessing in which data is 

divided in two parts one part is trainee data set and 

other part is test data set, it will learn from trainee 

dataset that what is attributes values for who has 

subscribed the term deposit (yes) or not (no).In 

trainee dataset number of yes is 3179 and number 

of no is 23948, shown in following table 3.2. 

TABLE 3.2DIVIDED TRAINEE DATASET VALUE OF Y 

 

 

 

 

 

Now classifier whatever learn, perform prediction 

for the attribute y that who has subscribed the term 

deposit (yes) or no on the test Dataset in which 

value of y attributes is 15947 for no and 2110 for 

yes, shown in table 3.3. 

TABLE 3.3ACTUAL TEST DATASET VALUES FOR Y 

 

  

 

 

 

 

 

 

Now we compare prediction output which is 

predicted by different classifier with actual output 

shown in table 3.4, and evaluate accuracy, 

sensitivity and specificity of classifier using confusion 

matrix. 

3.1 CLASSIFIER’S PREDICTION 

 3.1.1 Logistic Regression 

 Table 3.4 shows confusion matrix generated by 

Logistic Regression. 

 

Value Count Percent 

no 39922 88.30% 

yes 5289 11.70% 

 C1 C2 

C1 15579 395 

C2 1368 742 

No 23948 88.28% 

yes 3179 11.72% 

 

    Value Count Percent 

         no 15974 88.33% 

        yes 2110 11.67% 
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TABLE 3.4 THE CONFUSION MATRIX FOR LOGISTIC 

REGRESSION 

Accuracy of Logistic Regression Classifier =   90.25 

Sensitivity of Logistic Regression Classifier =   97.52 

Specificity of Logistic Regression Classifier =   91.92 

3.1.2 Logistic Regression after Feature Selection   

TABLE 3.5CONFUSION MATRIX FOR LOGISTIC 

REGRESSION AFTER FEATURE SELECTION 

 

 

 

 

 

 

Accuracy of Logistic Regression Classifier after 

Feature Selection =   89.00 

Sensitivity of Logistic Regression Classifier after 

Feature Selection =   97.95 

Specificity of Logistic Regression Classifier after 

Feature Selection =   90.39 

3.1.3 Nearest Neighbors: 

TABLE 3.6 CONFUSION MATRIX FOR NEAREST 

NEIGHBORS 

Predicted class 

 Actual 

class                  

 

 

Accuracy of Nearest Neighbors Classifier =   87.33 

Sensitivity of Nearest Neighbors Classifier =   93.86 

Specificity of Nearest Neighbors Classifier =   91.95 

 3.1.4 Nearest Neighbors after Feature Selection: 

TABLE 3.7 CONFUSION MATRIX FOR NEAREST 

NEIGHBORS AFTER FEATURE SELECTION 

Predicted class 

 

Actual 

class                   

                                                                    

Accuracy of Nearest Neighbors Classifier after 

Feature Selection =   85.19 

Sensitivity of Nearest Neighbors Classifier after 

Feature Selection =   92.14 

Specificity of Nearest Neighbors Classifier after 

Feature Selection =   91.17 

  

 

 3.1.5 Naive Bayes: 

TABLE 3.8 CONFUSION MATRIX FOR NAIVE BAYES 

CLASSIFIER 

Predicted class 
 
                Actual class                   

Accuracy of Naive Bayes Classifier =   87.55 

Sensitivity of Naive Bayes Classifier = 92.01 

Specificity of Naive Bayes Classifier = 93.77 

3.1.6 Naïve Bayes After feature selection 

TABLE 3.9CONFUSION MATRIX FOR NAÏVE BAYES 

AFTER FEATURE SELECTION 

Predicted class 

 

 Actual class                   

Accuracy of Naive Bayes Classifier after Feature 

Selection =   83.64 

Sensitivity of Naive Bayes Classifier after Feature 

Selection =   88.62 

Specificity of Naive Bayes Classifier after Feature 

Selection =   92.54 

3.2 COMPLETE RESULT 

Table 3.10 shows comparison of classifiers 

performance in tabular form. 

TABLE 3.10 COMPARISON OF CLASSIFIER 

PERFORMANCE  

Classifiers Performance Measures 

Accuracy Sensitivity Specificity 

Logistic 

Regression 

90.25 97.52 91.92 

Nearest 

Neighbors 

87.33 98.60 91.95 

Naïve 

Bayes 

87.55 92.01 93.77 

 

Table 3.11 shows comparison of classifier 

performance using feature selection method in 

tabular form. 

 

 

 

 

 

 C1 C2 

C1 14994 980 

C2 1311   799 

 C1 C2 

C1 14720 1254 

C2 1424 686 

 C1 C2 

C1 14699 1275 

C2 976 1134 

 C1 C2 

C1 14157 1817 

C2 1141 969 

Predicted class 

 C1 C2 

C1 15648 326 

C2 1662 448 

  

Actual  

class                   

 

Actual  

class 
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TABLE 3.11: COMPARISON OF CLASSIFIER 

PERFORMANCE USING FEATURE SELECTION 

 

Classifiers Performance Measures 

Accuracy Sensitivity Specificity 

Logistic 

Regression 

with Feature 

Selection  

89.00 97.95 90.39 

Nearest 

Neighbors 

with Feature 

Selection 

85.19 92.14 91.17 

Naïve Bayes 

with Feature 

Selection 

87.64 92.01 93.77 

3.3 RESULT ANALYSIS 

From table 3.10 and 3.11 it is clear that Logistic 

Regression shows highest accuracy 90.25%, Nearest 

Neighbor shows highest sensitivity 98.60% and 

Naïve Bayes shows highest specificity 93.77%. 

4.5 COMPARATIVE ANALYSIS 

 When comparison of performance of classifiers in 

proposed work is done with previous work, it is 

found that classifiers used in proposed work gives 

maximum accuracy 90.25%, maximum sensitivity 

98.60%,and maximum specificity 93.77% ,which 

shows an improvement of 3.3% in accuracy ,11.60% 

improvement in sensitivity and 7.07% improvement 

in specificity. 

5. CONCLUSION  

In Proposed work evaluation and comparison of the 

classification performance of three different data 

mining techniques Logistic Regression, Naïve Bayes 

and Nearest Neighbors with and without using 

feature selection on the bank direct marketing 

dataset to classify for bank term deposit 

subscription in binary form yes and no. For The 

evaluation of classification performances of the 

three techniques have been using three measures 

such as accuracy, sensitivity and specificity. This 

dataset is divided into parts one is training dataset 

and other is test dataset by the ratio 60% and 40%, 

respectively. Results of Experiments have shown the 

effectiveness of models. Logistic Regression has 

achieved 90.25% accuracy which is better than 

Naïve Bayes and Nearest Neighbors. And also as 

compared to previous work the proposed work gives 

an improvement of 3.3 % in accuracy, improvements 

of 11.60% in sensitivity and 7.07% in specificity.  
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