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INTRODUCTION 

Operational cost and admission control policy in the 

cloud computing system are affected by its power 

and VM management policies. Power management 

techniques control the average and/or peak power 

dissipation in datacenters in a distributed or 

centralized manner. VM management techniques 

[75, 76, 77, 78, 20]  control the VM placement in 

physical servers as well as VM migration from a 

server to another one. In this chapter, we focus on 

the SLA-based VM management to minimize the 

operational cost in a cloud computing system.  

Optimal provisioning of the resources is crucial in 

order to reduce the cost incurred on the datacenter 
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ABSTRACT  

 Cloud computing systems (e.g., hosting datacenters) have attracted a lot 

of attention in recent years. Utility computing, reliable data storage, and 

infrastructure- independent computing are example applications of such 

systems. Operational cost in these systems is highly dependent on the resource 

management algorithms used to assign virtual machines (VMs) to physical 

servers and possibly migrate them in case of power and thermal emergencies. 

Energy non-proportionality of IT devices in a datacenter, cooling system 

inefficiency, and power delivery network constraints should be considered by the 

resource management algorithms in order to minimize the energy cost as much 

as possible. Scalability of the resource assignment solution is one of the biggest 

concerns in designing these algorithms. This thesis examines the resource 

management problem in datacenters. First a centralized datacenter resource 

management is proposed, which considers service level agreements (SLAs) in VM 

placement in order to minimize the total operational cost of the datacenter. 

Second, a hierarchical SLA-based resource management structure is proposed, 

which considers the peak power constraints and cooling-related power 

consumption in addition to the scalability issue. The proposed hierarchical 

structure fits  the hierarchical resource distribution in datacenters. The proposed 

structure is suitable to track and react to dynamic changes inside the datacenter 

to satisfy SLA constraints and avoid emergencies.  
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operators as well as minimize the environmental 

impact of datacenters. The problem of optimal 

resource provisioning is challenging due to the 

diversity present in the clients (applications) that are 

hosted as well as in SLAs. For example: some 

applications may be compute-intensive while others 

may be memory intensive, some applications may 

run well together while others do not, etc. In this 

chapter, we focus on online service applications in 

cloud computing systems. Our goal in this chapter is 

to minimize the total cost of the cloud computing 

system under performance-related constraints—in 

particular, upper bounds on the response times 

(service latencies) for serving clients’ requests. The 

operational cost in the cloud computing system 

includes power and migration cost and the SLA 

violation penalty of serving clients. A lower bound 

on the total operational cost is presented, and the 

average effectiveness of the presented algorithm is 

demonstrated by comparing with previous works’ 

algorithms and lower bound value. Content of this 

chapter is presented in reference [70].  

The outline of this chapter is as follows. In section II, 

cloud computing system model is presented. The 

optimization problem, Simulation results and 

conclusions are given in the sections III and IV . 

II. SYSTEM MODEL 

An SLA-aware resource allocation method for a 

cloud computing system is presented to minimize 

the total operational cost of the system. The 

structure of the datacenter, the VM manager 

(VMM), as well as performance model and type of 

SLA used by the clients are Service level agreements 

are, by their nature, "output" based – the result of 

the service as received by the customer is the 

subject of the "agreement." The (expert) service 

provider can demonstrate their value by organizing 

themselves with ingenuity, capability, and 

knowledge to deliver the service required, perhaps 

in an innovative way. Organizations can also specify 

the way the service is to be delivered, through a 

specification (a service level specification) and using 

subordinate "objectives" other than those related to 

the level of service. This type of agreement is known 

as an "input" SLA. This latter type of requirement is 

becoming obsolete as organizations become more 

demanding and shift the delivery methodology risk 

on to the service provider. 

 
Figure 1. SLA System model 

Service level agreements are also defined at 

different levels: 

Customer-based SLA: An agreement with an 

individual customer group, covering all the services 

they use. For example, an SLA between a supplier (IT 

service provider) and the finance department of a 

large organization for the services such as finance 

system, payroll system, billing system, 

procurement/purchase system, etc. 

Service-based SLA: An agreement for all customers 

using the services being delivered by the service 

provider. For example: 

A car service station offers a routine service to all 

the customers and offers certain maintenance as a 

part of offer with the universal charging. 

A mobile service provider offers a routine service to 

all the customers and offers certain maintenance as 

a part of offer with the universal charging 

An email system for the entire organization. There 

are chances of difficulties arising in this type of SLA 

as level of the services being offered may vary for 

different customers (for example, head office staff 

may use high-speed LAN connections while local 

offices may have to use a lower speed leased line). 

Multilevel SLA: The SLA is split into the different 

levels, each addressing different set of customers for 

the same services, in the same SLA. 

Corporate-level SLA: Covering all the generic service 

level management (often abbreviated as SLM) issues 

appropriate to every customer throughout the 

organization. These issues are likely to be less 

volatile and so updates (SLA reviews) are less 

frequently required. 

Customer-level SLA: covering all SLM issues relevant 

to the particular customer group, regardless of the 

services being used. 

http://en.wikipedia.org/wiki/Service_level_management#Service_level_management
http://en.wikipedia.org/wiki/Service_level_management#Service_level_management
http://en.wikipedia.org/wiki/Service_level_management#Service_level_management
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Service-level SLA: covering all SLM issue relevant to 

the specific services, in relation to this specific 

customer group. 

2.1 Datacenter Configuration   

We describe the type of the datacenter that we 

have assumed as well as our observations and key 

assumptions about where the performance 

bottlenecks are in the system and how we can 

account for the energy cost associated with a 

client’s VM running in a datacenter.   

Data center transformation takes a step-by-step 

approach through integrated projects carried out 

over time. This differs from a traditional method of 

data center upgrades that takes a serial and siloed 

approach. The typical projects within a data center 

transformation initiative include 

standardization/consolidation, 

virtualization, automation and security. 

Standardization/consolidation: The purpose of this 

project is to reduce the number of data centers a 

large organization may have. This project also helps 

to reduce the number of hardware, software 

platforms, tools and processes within a data center. 

Organizations replace aging data center equipment 

with newer ones that provide increased capacity 

and performance. Computing, networking and 

management platforms are standardized so they are 

easier to manage.  

Virtualize: There is a trend to use IT virtualization 

technologies to replace or consolidate multiple data 

center equipment, such as servers. Virtualization 

helps to lower capital and operational expenses and 

reduce energy consumption. Virtualization 

technologies are also used to create virtual 

desktops, which can then be hosted in data centers 

and rented out on a subscription basis. Data 

released by investment bank Lazard Capital Markets 

reports that 48 percent of enterprise operations will 

be virtualized by 2012. Gartner views virtualization 

as a catalyst for modernization.  

Automating: Data center automation involves 

automating tasks such as provisioning, 

configuration, patching, release management and 

compliance. As enterprises suffer from few skilled IT 

workers, automating tasks make data centers run 

more efficiently. 

Securing: In modern data centers, the security of 

data on virtual systems is integrated with existing 

security of physical infrastructures. The security of a 

modern data center must take into account physical 

security, network security, and data and user 

security. 

2.2 VM Management System  

Datacenter management is responsible for 

admitting the VMs into the datacenter, servicing 

them to satisfy SLAs, and minimizing the operational 

cost of the datacenter. We consider two main 

resource managers in the datacenter: VM manager 

(VMM) and power manager (PM). An exemplary 

architecture for the datacenter management system 

with emphasis on the VMM and per server PM is 

depicted in Figure 2.  

Power manager is responsible for minimizing the 

average power consumption and satisfying the peak 

power constraints (thermal or peak power capacity 

limitation) subject to providing the required 

performance to VMs. Power management system in 

datacenter includes hierarchical power provisioners 

and a power manager for each server. Power 

provisioners distribute the peak power allowance 

between lower level power consumers and make 

sure that these power budget constraints are met. 

Servers are located at the lowest level of this 

hierarchy. Power manager in each server tries to 

minimize the average power consumption subject to 

satisfying the peak power constraint and 

performance requirements of the assigned VMs. 

This manager uses different dynamic power 

management techniques such as DVFS and clock 

throttling to minimize the power consumption. 

 
Figure 2. VM management structure in a datacenter  

http://en.wikipedia.org/wiki/Automation
http://en.wikipedia.org/wiki/Provisioning
http://en.wikipedia.org/wiki/Patch_(computing)
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VMM is responsible for assigning VMs to servers, 

determining their performance requirements and 

migrating them if needed. VMM performs these 

tasks based on two optimization procedures: 

periodic and reactive. In contrast to periodic 

optimization procedure, reactive optimization 

procedure is performed when it is needed.    

In the periodic optimization procedure, VMM 

considers the whole active set of VMs, the previous 

assignment solution, feedbacks generated from 

power, thermal and performance sensors, and 

workload prediction to generate the best VM 

placement solution for the next epoch. 

 The length of the epoch depends on the type and 

size of the datacenter and its workload. In reactive 

optimization procedure, VMM finds a temporary VM 

placement. 

2.3 Performance Modeling   

Performance of each client in the cloud computing 

system should be monitored and necessary 

decisions should be taken to satisfy SLA 

requirements. We focus on the online service 

applications that are sensitive to latency. A client in 

this system is application software that can produce 

a number of requests in each time unit. To model 

the response time of clients, we assume that the 

inter-arrival times of the requests for each client 

follow an exponential distribution function similar to 

the inter-arrival times of the requests in e-

commerce applications [22]. Streams of requests 

generated by each client (application) may be 

decomposed into a number of different VMs. In case 

of more than one VM serving client , requests are 

assigned probabilistically portion of the incoming 

requests are forwarded to the server s (host of a 

VM) for execution, independently of the past or 

future forwarding decisions. Based on this 

assumption, the request arrival rate for each 

application in each server follows the Poisson 

distribution function.   

There are different resources in the servers that are 

used by VMs such as processing units, memory, 

communication bandwidth, and secondary storage. 

These resources can be allocated to VMs by a fixed 

or round-robin scheduling policy. In this work, we 

consider the processing unit and memory to have 

fixed allocation policy whereas others are allocated 

by round-robin scheduling. Our algorithm 

determines the portion of processing unit and 

memory allocated to each VM, which is assigned to 

a physical server. The amount of memory allocated 

to a VM does not significantly affect performance of 

the VM under different workloads as long as it is not 

less than a certain value [16]. 

However, these values can be changed in each 

server as a function of workload changes or 

power/performance optimization at the server. 

VMM considers the clients’ workload  to determine 

the resource allocation parameters to control the 

wait time of the processing queue for different 

applications based on SLA requirements.   

A multi-class single server queue exists in servers 

that have more than one VM (from different 

clients). We consider generalized processor sharing

  (GPS) model at each queue; GPS model 

approximates the scheduling policy used by most 

operating systems, e.g., weighted fair queuing and 

the CPU time sharing in Linux. Using this scheduling 

policy, multi-class single server queue can be 

replaced by multiple single-server queues.  

2.4 Initial Solution  

To find an initial solution for P1, a constructive 

approach is used to assign clients to servers and 

allocate resources to them based on the assignment 

solution in the previous epoch. For this purpose, 

clients are divided into four groups. Clients that 

were served in the previous epoch are placed in one 

of the first three groups. The first group includes 

clients that leave the datacenter in the new epoch. 

The second group includes clients whose request 

arrival rates drop in the new epoch and the third 

group includes clients whose request arrival rates 

rise in the new epoch. Finally, the fourth group 

includes clients that were not served in the previous 

epoch.  

Clients within these groups are picked in the order 

of their average minimum processing requirement 

for VMs (biggest VM first) but the groups are 

processed in increasing order of their IDs. For clients 

in the first group, VMM releases their resources and 

updates the resource availabilities. Resource 

availability in each server is defined as the amount 

of processing and memory allocated to the existing 

VMs.   

2.5 Turn OFF under-utilized servers  

To decrease the total cost in the system, it may be 

possible to turn off some of the under-utilized 

servers (after finding the initial solution) to reduce 
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the idle energy cost of the servers at the expense of 

more migration cost (for clients that were assigned 

to these under-utilized servers in the previous 

epoch) or more SLA violation penalty.   

An iterative method is presented to find the 

minimum cost solution based on the results of the 

previous steps. In each iteration, a server with 

utilization less than a threshold (e.g., 20%) is chosen 

and its VMs are removed. To assign the removed 

VMs to 50 other servers, DPRA method is used. 

Considering the high energy cost for inactive 

servers, the DPRA method encourages the VMM to 

choose more SLA violation penalty or pay for the 

migration cost instead of turning on a server. Note 

that these iterations do not always decrease the 

total cost in the system; therefore, the global lowest 

total cost is compared to the total cost after turning 

off a server, and the move is rejected if it is not 

beneficial.  

This iterative method is continued until all servers 

with low utilization have been examined.  

III. SIMULATION RESULTS  

To evaluate the effectiveness of the presented VM 

placement algorithm, a simulation framework is 

implemented. Simulation setups, baseline heuristics 

and numerical results of this implementation are 

explained next.  

3.1 Simulation Setup  

For simulations, model parameters are chosen 

based on true-to-life cloud computing systems. The 

number of server types is set to 10. For each server 

type, an arbitrary number of servers are placed in 

datacenter. Processors in server types are selected 

from a set of Intel processors (e.g. Atom and Xeon) 

[80] with different number of cores, cache, power 

consumptions and working frequencies. Active 

power consumptions for different server types 

(excluding processor power consumption) are set to 

vary uniformly between three to six times the power 

consumption of their fully-utilized processor. 

Memory capacities of the servers are selected based 

on cache size of the processors with a constant 

scaling factor of 1,500. Energy cost is assumed to be 

15 cents per KWhr at all times. Request arrival rates 

of the client are chosen uniformly between 0.1 and 

1 request per second. The memory requirements for 

clients are also selected uniformly between 256MB 

and 4GB. These parameters are borrowed from the 

simulation setup of [27].   

In each simulation, five different client classes are 

considered. Each client is randomly picked from one 

of the client classes. The amount of penalty for 

different client classes is selected based on the on-

demand rates of Amazon EC2 cloud service [81]. 

Migration costs are set to be equal to downtime 

penalty of 65ms for each client. In addition , set 

based on the highest clock frequency for the 

servers.  

Each simulation is repeated at least 1000 times to 

generate acceptable average results for each case. 

In each simulation, a number of clients are assigned 

to the servers for the first decision epoch. At the end 

of each epoch, an arbitrary number of clients leave 

the datacenter while an arbitrary number of clients 

join the datacenter. Less than 10% of current clients 

join or leave the datacenter at the beginning of each 

epoch. Moreover, inter-arrival rate of the remaining 

clients in the system are chosen uniformly between 

0.1 and 1 request per second for the next epoch. To 

account for the physical infrastructure overhead, 

energy cost of the servers in the datacenter is 

multiplied by a factor of 1.3 as a typical power usage 

effectiveness of current datacenters [11].   

3.2 Heuristics for Comparison  

We implemented a slightly modified version of the 

FFD [79] for VM placement, called FFDP, and PMaP 

heuristic [7] as baseline. These approaches consider 

VMs that 52 have fixed processing size. The 

expected violation rate of the SLA response time 

constraints for each client. From (23) the amount of 

processing units required for different VMs on 

different physical servers were calculated.  

The FFDP method picks clients based on the size of 

their VM (highest to lowest) and assigns them to the 

first server with available resources from the server 

type that has the lowest execution time for the 

client’s requests. The PMaP method is a VM 

placement heuristic that tries to minimize the power 

and migration cost. PMaP computes the amount of 

resources that VMs need, determines the active 

servers and place the VMs on the servers. After 

these steps, a power and migration-aware local 

search is done to find the final solution. Details of 

PMaP may be found in [7].  

CONCLUSION 

In this chapter we presented a centralized VM 

placement to minimize the power and migration 

cost in a cloud system. Soft SLA constraints on 
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response time were considered for the clients in this 

system. We presented an algorithm based on 

convex  solutions. Based on the results of this 

chapter, it can be seen that considering SLA with 

effective VM placement can help to minimize the 

operational cost in the cloud computing system 
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