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INTRODUCTION 

 Transmission Control Protocol TCP is one of 

the main protocols in TCP/IP networks. Whereas the 

IP protocol deals only with packets, TCP enables two 

hosts to establish a connection and exchange 

streams of data. TCP guarantees delivery of data and 

also guarantees that packets will be delivered in the 

same order in which they were sent. 

                                       

 
                                                                       

 Figure.1: TCP / IP Network(retrieved from 

http://www.chipkin.com/products/gateways/) 

A. How TCP/IP Works: 

 TCP/IP Protocol Architecture  

 IPv4 Addressing  

 Name Resolution  

 IPv4 Routing  

 Physical Address Resolution  

 Related Information  

 

 TCP/IP in IP form 4 (Ipv4) is a systems 

administrator, convention suite that Microsoft 

Windows uses to correspond over the web with 

different machines. It associates with Windows 

naming administrations like DNS and security 

advances, for example, Ipsec principally, as these 

assistance encourage the fruitful and secure 

exchange of IP parcels between machines. 

 In a perfect world, TCP/IP is utilized at 

whatever point Windows-based machines convey 

over systems. 
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  This subject portrays the parts of the TCP/IP 

Protocol Suite, the convention construction 

modeling, which works TCP/IP performs, how 

addresses are organized and alloted, and how 

parcels are organized and steered.  

 Microsoft Windows Server 2003 gives far 

reaching backing to the Transmission Control 

Protocol/Internet Protocol (TCP/IP) suite, as both a 

convention and a set of administrations for 

networks and administration of IP internetworks. 

Learning of the fundamental ideas of TCP/IP is an 

outright prerequisite for the best possible 

understanding of the setup, organization, and 

troubleshooting of IP-based Windows Server 2003 

and Microsoft Windows 2000 intranets. 

TCP/IP Protocol Architecture 

 TCP/IP conventions guide to a four-layer 

calculated model known as the DARPA model, 

named after the U.s. government org that at first 

created TCP/IP. The four layers of the DARPA model 

are: Application, Transport, Internet, and Network 

Interface. Each one layer in the DARPA model 

relates to one or more layers of the seven-layer 

Open Systems Interconnection (OSI) model. 

 The accompanying figure demonstrates the 

TCP/IP convention structural planning. 

 

TCP/IP Protocol Architecture 

 

 
 

Figure. 2: TCP/IP Protocol Architecture(Retreived from http://technet.microsoft.com/en-

us/library/cc786128%28v=ws.10%29.aspx) 

 

Note  

 The design graph above compares to the 

Internet Protocol TCP/IP and does not reflect IP 

adaptation 6. To see a TCP/IP engineering diagram 

that incorporates Ipv6, perceive How Ipv6 Works in 

this specialized reference. 

Network Interface Layer 

 The Network Interface layer (likewise called 

the Network Access layer) handles putting TCP/IP 

bundles on the system medium and accepting 

TCP/IP parcels of the system medium. TCP/IP was 

intended to be free of the system access strategy, 

casing arrangement, and medium. Along  these  

lines, TCP/IP can be utilized to join contrasting 

system sorts. These incorporate neighborhood (LAN) 

media, for example, Ethernet and Token Ring and 

WAN innovations, for example, X.25 and Frame 

Relay. Freedom from any particular system media 

permits TCP/IP to be adjusted to new media, for 

example, the nonconcurrent exchange mode (ATM).  

 The Network Interface layer includes the 

Data Link and Physical layers of the OSI model. Note 
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that the Internet layer does not exploit sequencing 

and affirmation benefits that may be available in the 

Network Interface layer. An inconsistent Network 

Interface layer is accepted, and dependable 

correspondence through session foundation and the 

sequencing and affirmation of bundles is the 

capacity of the Transport layer. 

Internet Layer 

 The Internet layer handles tend to, 

bundling, and directing capacities. The center 

conventions of the Internet layer are IP, ARP, ICMP, 

and IGMP.  

 The Internet Protocol (IP) is a reputable 

convention that handles IP tending to, 

directing, and the    discontinuity and 

reassembly of parcels.  

 The Address Resolution Protocol (ARP) 

handles the determination of an Internet 

layer suction to a Network Interface layer 

location, for example, an equipment 

address.  

 The Internet Control Message Protocol 

(ICMP) handles giving analytic capacities 

and reporting mistakes because of the 

unsuccessful conveyance of IP parcels.  

 The Internet Group Management Protocol 

(IGMP) handles administration of IP 

multicast bunch enrollment.  

The Internet layer is comparable to the Network 

layer of the OSI Model 

Transport Layer 

 The Transport layer (otherwise called the 

Host-to-Host Transport layer) handles giving the 

Application layer session and datagram 

correspondence administrations. The center 

conventions of the Transport layer are Transmission 

Control Protocol (TCP) and the User Datagram 

Protocol (UDP).  

 TCP gives a balanced, association situated, 

dependable correspondences 

administration. TCP handles the foundation 

of a TCP association, the sequencing and 

affirmation of bundles sent, and the 

recuperation of parcels lost amid 

transmission.  

 UDP gives a balanced or one-to-a lot of 

people, connectionless, untrustworthy 

correspondences administration. UDP is 

utilized when the measure of information 

to be exchanged is less, (for example, 

information that fits into a solitary bundle), 

when you don't need the overhead of 

building a TCP association, or when the 

applications or upper layer conventions 

give solid conveyance.  

The TCP/IP Transport layer envelops the obligations 

of the OSI Transport layer. 

Application Layer 

 The Application layer lets applications get 

to the administrations of alternate layers and 

characterizes the conventions that application 

utilization to trade information. There are numerous 

Application layer conventions and new conventions 

are continually being produced.  

 The most broadly known Application layer 

conventions are those utilized for the trade of client 

data:  

 The Hypertext Transfer Protocol (HTTP) is 

utilized to exchange documents that make 

up the Web pages of the World Wide Web.  

 The File Transfer Protocol (FTP) is utilized 

for intelligent document exchange.  

 The Simple Mail Transfer Protocol (SMTP) is 

utilized for the exchange of mail messages 

and connections.  

 Telnet, a terminal imitating convention, is 

utilized for logging on remotely to system 

has. 

Furthermore, the accompanying Application layer 

conventions help encourage the utilization and 

administration of TCP/IP systems:  

 The Domain Name System (DNS) is utilized 

to determine a host name to an IP address.  

 The Routing Information Protocol (RIP) is a 

steering convention that switches 

utilization to trade, directing data on an IP 

internetwork.  
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 The Simple Network Management Protocol 

(SNMP) is utilized between a system 

administration support and system gadgets 

(switches, spans, keen centers) to gather 

and trade system administration data.  

Illustrations of Application layer interfaces for 

TCP/IP applications are Windows Sockets and 

Netbios. Windows Sockets gives a standard 

application programming interface (API) under 

Windows Server 2003. Netbios is an industry-

standard interface for getting to convention 

administrations, for example, sessions, datagrams, 

and name determination. More data on Windows 

Sockets and Netbios is given later in this part.  

The TCP/IP Application layer envelops the 

obligations of the OSI Session, Presentation, and 

Application Layer 

I. HAPROXY: 

II. THE RELIABLE, HIGH PERFORMANCE TCP/HTTP LOAD 

BALANCER 

 

Haproxy is a free, quick and solid arrangement 

offering high accessibility, burden adjusting, and 

proxying for TCP and HTTP-based applications. It is 

especially suited for high movement sites and 

powers truly various the world's most gone to ones. 

Throughout the years, it has turned into the true 

standard open source load balancer, is currently 

delivered with most standard Linux appropriations, 

and is regularly conveyed naturally in cloud stages. 

Since it doesn't publicize itself, we just know its 

utilized when the administrators report it . 

Its mode of operation makes its mix into existing 

architectures simple and riskless, while as of now 

offering the likelihood not to uncover delicate web 

servers on the net, for example, beneath : 

              

 
Figure:3: HAProxy Server(Retrived from http://www.haproxy.org/) 

We always support at least two active versions in 

parallel and an extra old one in critical fix mode 

only.  

1) Performance: All things considered, since a 

client's confirmation is superior to a long show, 

please investigate Chris Knight's involvement with 

haproxy soaking a gigabit fiber in 2007 on a feature 

download web page. From that point forward, the 

execution has essentially expanded and the 

equipment has ended up considerably more 

competent, as my tries different things with 

Myricom's 10-Gig Nics have demonstrated after two 

years. Presently starting 2014, 10-Gig Nics are 

excessively restricted and are barely suited for 1u 

servers since they do infrequently give enough port 

thickness to achieve speeds over 40-60 Gbps in a 1u 

server. 100-Gig Nics are advancing and I hope to run 

the new arrangement of tests when they are 

accessible. 

Haproxy includes a few procedures generally found 

in Operating System architectures to accomplish 

indisputably the maximal execution : 

 A single-procedure, occasion driven model 

impressively lessens the expense of 

connection, switch and the memory use. 

Handling a few many undertakings in a 

millisecond is conceivable, and the memory 

use is at the request of a couple of kilobytes 

http://www.haproxy.org/
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for every session while memory devoured 

in preforked or strung servers is all the 

more at the request of megabytes for every 

procedure.  

 An occasion checker on frameworks that 

permit it (Linux and Freebsd) permitting 

prompt discovery of any occasion on any 

association among several thousands.  

 Delayed upgrades to the occasion checker 

utilizing a languid occasion, reserve 

guarantees that we never upgrade an 

occasion unless totally needed. This spares 

a considerable measure of framework calls.  

 Single-buffering without any information 

duplicate in the middle of peruses and 

composes at whatever point conceivable. 

This spares a great deal of CPU cycles and 

valuable memory data transmission. 

Regularly, the bottleneck will be the I/O 

transports between the CPU and the 

system interfaces. At 10-100 Gbps, the 

memory data transmission can turn into a 

bottleneck as well.  

 Zero-duplicate sending is conceivable 

utilizing the graft () framework call under 

Linux, and brings about true zero-duplicate 

beginning with Linux 3.5. This permits a 

little sub-3 Watt gadget, for example, a 

Seagate Dockstar to forward HTTP 

movement at one gigabit/s.  

 Memory allocator utilizing altered size 

memory pools for quick memory 

assignment favoring hot store locales over 

cool reserve ones. This drastically decreases 

the time required to make another session.  

 Work figuring, for example, various 

acknowledge () on the double, and the 

capacity to utmost the quantity of 

acknowledge () for every emphasis when 

running in multi-process mode, with the 

goal that the heap is equitably 

appropriated among the techniques.  

 CPU-liking is backed when running in multi-

process mode, or basically to adjust to the 

fittings and be the closest conceivable to 

the CPU center dealing with the Nics while 

not clashing with it.  

 Tree-based capacity, making overwhelming 

utilization of the Elastic Binary tree I have 

been developing for a few years. This is 

utilized to keep clocks requested, to keep 

the runqueue requested, to oversee round-

robin and slightest conn lines, to find Acls 

or keys in tables, with just an O (log (n)) 

cost.  

 Optimized clock line: clocks are not moved 

in the tree on the off chance that they are 

delayed, on the grounds that the likeliness 

that they are met is near zero following 

they're generally utilized for timeout taking 

care of. This further streamlines the ebtree 

utilization.  

 Optimized HTTP header investigation : 

headers are parsed a deciphered on the fly, 

and the parsing is enhanced to evade a re-

perusing of any awhile ago read memory 

zone. Check pointing is utilized when an 

end of support arrives at with an 

inadequate header, so the parsing does not 

begin again from the earliest starting point 

when more information is perused. Parsing 

a normal HTTP ask for regularly takes a 

large portion of a microsecond on a quick 

Xeon E5.  

 Careful diminishment of the quantity of 

extravagant framework calls. The vast 

majority of the work is carried out in client 

space as a matter of course, for example, 

time perusing, cradle accumulation, 

document descriptor 

empowering/crippling.  

 Content examination is enhanced to convey 

just pointers to unique information and 

never duplicate unless the information 

needs to be changed. This guarantees that 

little structures are extended and that 

substance are never recreated All these 

micro-optimizations result in very low CPU 

usage even on moderate loads. And even at 

very high loads, when the CPU is saturated, 

it is quite common to note figures like 5% 

user and 95% system, which means that the 

HAProxy process consumes about 20 times 

less than its system counterpart. This 
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explains why the tuning of the Operating 

System is very important. This is the reason 

why we ended up building our own 

appliances, in order to save that complex 

and critical task from the end-user.  

In production, HAProxy has been installed several 

times as an emergency solution when very 

expensive, high-end hardware load balancers 

suddenly failed on Layer 7 processing. Some 

hardware load balancers still do not use proxies and 

process requests at the packet level and have a 

great difficulty in supporting requests across 

multiple packets and high response times because 

they do no buffering at all. On the other side, 

software load balancers use TCP buffering and are 

insensible to requests and high response times. A 

nice side effect of HTTP buffering is that it increases 

the server's connection acceptance by reducing the 

session duration, which leaves room for new 

requests.  
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